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ABSTRACT. We investigate the polyhedral structure of the lot-sizing problem with inventory bounds. We consider two models, one with linear cost on inventory, the other with linear and fixed costs on inventory. For both models, we identify facet-defining inequalities that make use of the inventory bounds explicitly and give exact separation algorithms. We also describe a linear programming formulation of the problem when the order and inventory costs satisfy the Wagner-Whitin nonspeculative property. We present computational experiments that show the effectiveness of the results in tightening the linear programming relaxations of the lot-sizing problem with inventory bounds and fixed costs.
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1. INTRODUCTION

Given the demand for an item for each time period over a finite discrete horizon, the lot-sizing problem is to determine the order and inventory quantity in each time period so that the sum of order and inventory holding costs is minimized. In this paper we study the problem with linear and fixed costs on order as well as on inventory. Furthermore, we impose upper bounds on the inventory carried in each period. We refer to this problem as the lot-sizing problem with bounded inventory. Throughout we assume that there is no upper bound on the order quantity.

Motivation. Even though in almost every study on the lot-sizing problem inventory is assumed to be unbounded, for many practical applications the amount of inventory that is carried from one period to the next is bounded due to either physical constraints such as warehouse capacity or managerial policies.

Another aspect of the problem studied here, which has not received much attention in the literature, is the inventory fixed costs. Inventory fixed costs and capacities play a significant role in situations where warehousing is outsourced. The lease cost of storage space in an off-site warehouse is a fixed charge that cannot be treated as part of the standard variable holding cost, which is commonly taken as the cost of capital investment in inventory. Inventory fixed costs and capacities also arise in situations where manufacturers rent shelf space at the retailers. These fixed rental costs and limited storage capacities are considerations that cannot be overlooked.

It has been demonstrated in earlier studies (Pochet and Wolsey, 1991, Wolsey, 2002) that a good understanding of the polyhedral structure of single item lot-sizing problems can be very useful in solving more complicated problems, involving multiple products and stages. Since the
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single item lot-sizing polyhedron is contained as a fundamental substructure in those problems, investigating inventory bounds and fixed costs within the lot-sizing context is meaningful from a practical point of view.

Although the polyhedron of lot-sizing with inventory bounds and fixed costs is of interest in its own right, a secondary goal in this study is to gain a better understanding of the polyhedral structure of paths in capacitated fixed-charge networks. In this context, due to its simple path network representation, the lot-sizing problem with inventory bounds and fixed costs is the first natural problem to investigate.

**Relevant literature.** The lot-sizing problem lies at the core of production/order and inventory planning applications and has been studied extensively. Wagner and Whitin (1958) give an $O(n^2)$ algorithm for the lot-sizing problem with no bounds on order quantity or inventory (uncapacitated lot-sizing problem), where $n$ is the number of time periods. Federgruen and Tzur (1991), Wagelmans et al. (1992), Aggarwal and Park (1993) give $O(n \log n)$ algorithms for this problem.

The first polyhedral study of the uncapacitated lot-sizing problem is due to Bárány et al. (1984). They give a complete linear description of the convex hull of the solutions. Variants of the uncapacitated problem that include sales and safety stocks (Loparic et al., 2001), order/production lower bounds (Constantino, 1998), backlogging and start-ups (Poet and Wolsey, 1988, Constantino, 1996, Agra and Constantino, 1999), piecewise linear concave costs (Aghezzaf and Wolsey, 1994) have been studied.

The lot-sizing problem with upper bounds on production/order quantities is $NP$-hard (Florian et al., 1971). Pochet (1988), Miller et al. (2000), Loparic et al. (2003), Atamtürk and Muñoz (2004) give inequalities for lot-sizing with order capacities and uncapacitated inventory. If order capacities are constant, the problem can be solved in polynomial time (Florian and Klein, 1980, Van Hoesel and Wagelmans, 1996). Leung et al. (1989), Pochet and Wolsey (1993) describe inequalities for this case. However, a complete linear description of the convex hull of the solutions for the constant-capacity lot-sizing is unknown. Atamtürk and Hochbaum (2001) study constant-capacity lot-sizing with capacity acquisition and subcontracting.

Belvaux and Wolsey (2000, 2001) discuss strong formulations and a specialized branch-and-cut system for practical lot-sizing problems. Recently, van Vyve and Ortega (2003) give a linear description of the convex hull of the solutions to uncapacitated lot-sizing with inventory fixed costs. This is the only polyhedral study we are aware of that considers inventory fixed costs.

In all of the studies mentioned above, inventory is assumed to be uncapacitated. Love (1973) proposes a polynomial algorithm for the lot-sizing problem with unbounded order quantity and bounded inventory. To the best of our knowledge, the only polyhedral study on lot-sizing that considers inventory capacities is Pochet and Wolsey (1994), in which the authors study lot-sizing problems under Wagner-Whitin nonspeculative cost structure. They give a linear programming formulation of lot-sizing problems with uncapacitated and constant-capacity production and inventory upper bounds.

not capture the path substructure of capacitated networks. Submodular inequalities of Wolsey (1989) take into account capacities, but not the fixed charges on arcs along a path.

Outline. In Section 2 we formally present the lot-sizing problem with inventory bounds and fixed costs and introduce the notation used in the paper. Section 3 is devoted to the special case with linear inventory costs. In Section 4 we study the polyhedron for linear and fixed inventory costs and extend the inequalities defined in Section 3 to this more general case. We give polynomial exact separation algorithms for these inequalities. In addition, we give a linear programming formulation for the lot-sizing problem with inventory bounds and fixed costs if order and inventory costs satisfy the Wagner-Whitin nonspeculative property. Section 5 summarizes our computational experiments on testing the effectiveness of the inequalities when used as cuts for solving the problem. We conclude with Section 6.

2. Lot-sizing Problem with Bounded Inventory

For a finite planning horizon \( n \), given the demand \( d_t \), variable order cost \( p_t \), and fixed order cost \( f_t \) for time periods \( t \in \{1, 2, \ldots, n\} \); and inventory capacity \( u_t \), variable inventory holding cost \( h_t \), and fixed inventory holding cost \( g_t \) for \( t \in \{0, 1, \ldots, n\} \), the lot-sizing problem with bounded inventory (LSBI) is to determine the order quantity and inventory in each period so that the sum of order and inventory holding costs over the horizon is minimized. We assume that order quantity is unbounded, although given the demand, there is an implicit upper bound on the order quantity due to the inventory capacities. Throughout we let \([i, j] := \{ t \in \mathbb{Z} : i \leq t \leq j \} \).

Let \( y_t \) denote the order quantity in time period \( t \), \( i_t \) denote the inventory at the end of period \( t \). Also let \( x_t \) and \( z_t \) be the fixed-charge variables for order and inventory in period \( t \), respectively. Then LSBI can be formulated as

\[
\min \sum_{t=1}^{n} (f_t x_t + p_t y_t + g_t z_t + h_t i_t) + g_0 z_0 + h_0 i_0
\]

\[\text{s.t.} \quad \begin{align*}
i_t - 1 + y_t - i_t &= d_t, & t &\in [1, n] \\
0 &\leq i_t \leq u_t z_t, & t &\in [0, n] \\
0 &\leq y_t \leq (d_t + u_t) x_t, & t &\in [1, n]
\end{align*}\]

\[y \in \mathbb{R}^n, \quad x \in \{0, 1\}^n, \quad i \in \mathbb{R}^{n+1}, \quad z \in \{0, 1\}^{n+1} .\]

Let \( d_{i, t} = \sum_{j=t}^{t} d_j \) for \( t \in [1, \ell] \) and \( d_{i, t} = 0 \) for \( t > \ell \). We let \( Q \) denote the convex hull of the feasible solutions to LSBI. Observe that for the optimization problem LSBI, if desired, by assigning sufficiently high values to \( h_0 \) and \( h_n \), one may ensure that \( i_0 = i_n = 0 \) in an optimal solution. Therefore, for generality, we keep \( i_0 \) and \( i_n \) in the formulation for the polyhedral analysis. Throughout the paper we assume that the data of the model consists of rational numbers and satisfy the following:

Assumptions.

\begin{itemize}
  \item[(A1)] \( u_t > 0 \) for \( t \in [0, n] \),
  \item[(A2)] \( u_{t-1} \geq d_t \) for \( t \in [1, n] \),
  \item[(A3)] \( u_{t-1} < d_t + u_t \) for \( t \in [1, n] \),
  \item[(A4)] \( d_t \geq 0 \) for \( t \in [1, n] \).
\end{itemize}

Assumptions \( A1 \) and \( A3 \) are made without loss of generality. None of the validity proofs use assumption \( A2 \). Therefore, all inequalities in this paper are valid without \( A2 \), which is used only in facet proofs for convenience. If \( u_t = 0 \) for \( t \in [0, n] \), then \( i_t = 0 \) and the problem decomposes into two subproblems for \( t \in [1, n - 1] \). If \( u_{t-1} < d_t \) for \( t \in [1, n] \), then \( x_t = 1 \) in
every feasible solution. If \( u_{t-1} > d_t + u_t \) for \( t \in [1, n] \), then \( u_{t-1} \) can be reduced to \( d_t + u_t \) without changing the feasible set of solutions. Finally, \( d_t < 0 \) is not sensible for the lot-sizing problem.

**Definition 1.** For a given point \((y, x, i, z)\) in \(Q\), a consecutive sequence of time periods \([k, \ell]\) is called a block if \(i_k \in \{0, u_{k-1}\}, \; i_\ell \in \{0, u_\ell\},\) and \(0 < i_t < u_t\) for all \(t \in [k, \ell - 1]\).

The block definition leads to a characterization of the extreme points of \(Q\) and a polynomial dynamic programming algorithm (Love, 1973) for LSBI, which can be implemented in \(O(n^2)\). We represent the four types of blocks by \([k, \ell]^n_\beta\), where \(\alpha \in \{0, u_{k-1}\}\) and \(\beta \in \{0, u_\ell\}\). It follows from the network structure of the problem that \((y, x, i, z)\) is an extreme point of \(Q\) if and only if there is at most one period with positive order quantity in every block \([k, \ell]\). Consequently, the order quantity in such a period equals \(d_{k\ell} + \beta - \alpha\).

**Example 1.** Suppose LSBI is given as \((d_1, \ldots, d_5) = (11, 12, 13, 14, 15)\) and \((u_0, \ldots, u_5) = (\infty, 30, \infty, \infty, \infty, 5)\). Then we can strengthen the inventory bounds as \((u_0, \ldots, u_5) = (41, 30, 47, 34, 20, 5)\) to satisfy assumption \((A3)\). Figure 1 illustrates the four types of blocks in different extreme point solutions.

![Figure 1](image-url)

**Figure 1.** Four types of blocks in extreme point solutions of \(Q\).

The linear programming (LP) relaxation of LSBI has the same block structure; however, the fixed-charge variables take the values \(x_t \in \{1, y_t/(d_t + u_t)\}\) and \(z_t \in \{1, i_t/u_t\}\) and are typically highly fractional. The LP extreme point solution in Figure 1 (a) has \((x_1, \ldots, x_5) = (1, 0, 0, 24/34, 0)\) and \((z_1, \ldots, z_5) = (0, 1, 18/47, 5/34, 3/4, 0)\). \(\square\)

In Section 3 we consider the case with linear costs on inventory, i.e., the restriction of \(Q\), where inventory fixed-charge variables are one. We describe valid inequalities that cut off all extreme points of the LP relaxation with fractional order fixed-charge variables. In Section 4 we generalize these inequalities to incorporate the inventory fixed-charge variables as well.

**Notation.** We introduce the following notation, which will be used throughout the paper: For \(1 \leq k \leq \ell \leq n\) let
\[
\begin{align*}
p &= \min\{t \in [k, \ell] : d_{kt} > u_{k-1}\} \quad (p = \ell + 1 \text{ if } u_{k-1} \geq d_{k\ell}), \\
q &= \min\{t \in [k, \ell] : d_{kt} \geq u_{k-1}\} \quad (q = \ell + 1 \text{ if } u_{k-1} > d_{k\ell}),
\end{align*}
\]
In Section 3.1 we have illustrated that (1) and even the strengthening of (1) may be weak and are not sufficient to describe the convex hull of the feasible set of interest is \( P = \{(y, x, i, z) \in \mathcal{Q} : z = 1\} \) or
\[
\mathcal{P} = \text{conv} \left\{ \begin{array}{l}
i_{t-1} + y_t - i_t = d_t, \quad t \in [1, n] \\
0 \leq i_t \leq u_t, \quad t \in [0, n] \\
y \leq (d_t + u_t)x_t, \quad t \in [1, n] \\
y \in \mathbb{R}^n, \ x \in \{0,1\}^n, \ i \in \mathbb{R}^{n+1} \end{array} \right\}.
\]

3. **Linear inventory costs**

In this section we address the special case of LSBI with linear holding costs. When \( g = 0 \), the convex hull of the feasible set of interest is \( P = \{(y, x, i, z) \in \mathcal{Q} : z = 1\} \) or
\[
\mathcal{P} = \text{conv} \left\{ \begin{array}{l}
i_{t-1} + y_t - i_t = d_t, \quad t \in [1, n] \\
0 \leq i_t \leq u_t, \quad t \in [0, n] \\
y \leq (d_t + u_t)x_t, \quad t \in [1, n] \\
y \in \mathbb{R}^n, \ x \in \{0,1\}^n, \ i \in \mathbb{R}^{n+1} \end{array} \right\}.
\]

**3.1. Uncapacitated inequalities.** For the special case of \( P \) with no inventory capacities Bárány et al. (1984) give the so-called \((\ell, S)\) inequalities
\[
\sum_{t \in S} y_t \leq \sum_{t \in S} d_{\ell t}x_t + i_{\ell}, \quad \text{where} \ S \subseteq [1, \ell] \text{ and } \ell \in [1, n].
\]

They show that adding inequalities (1) to the LP relaxation suffices to describe the convex hull of feasible solutions. Example 1 illustrates that in the presence of inventory upper bounds, \((\ell, S)\) inequalities may be weak and are not sufficient to describe \( P \).

**Example 1 (cont.)** It is easy to check that extreme point solution of the LP relaxation with \((x_1, \ldots, x_5) = (1, 29/59, 0, 0, 0)\) (in Figure 1(b)) cannot be cut off by any \((\ell, S)\) inequality (1). Observe that the \((\ell, S)\) inequality
\[
y_1 + \cdots + y_5 \leq 65x_1 + 54x_2 + 42x_3 + 29x_4 + 15x_5 + i_5
\]
with \( \ell = 5 \) and \( S = [1, 5] \) can be strengthened as
\[
y_1 + \cdots + y_5 \leq 41x_1 + 54x_2 + 42x_3 + 29x_4 + 15x_5 + i_5
\]
since \( y_1 \leq 11 + 30 \). However, this inequality is dominated by the variable upper bound constraint \( y_1 \leq 41x_1 \) and inequality (1) with \( \ell = 5 \) and \( S = [2, 5] \). Thus, if \( d_t + u_t < d_{\ell t} \) for some \( t \in S \), then inequality (1) and even the strengthening of (1)
\[
\sum_{t \in S} y_t \leq \sum_{t \in S} \min\{d_{\ell t}, d_t + u_t\}x_t + i_{\ell}
\]
are weak. \( \square \)

**3.2. Capacitated inequalities.** In Section 3.1 we have illustrated that \((\ell, S)\) inequalities (1) may not cut off fractional LP extreme solutions if for a block incoming or outgoing inventory is at capacity. Motivated by this observation, we obtain new inequalities by saturating incoming and outgoing inventory variables for a block.

**Example 1 (cont.)** In order to derive a strong inequality that uses inventory upper bounds, we observe that due to \( u_1 \), it is not possible to meet the total demand \( d_2 + d_3 + d_4 = 39 \) from inventory \( i_1 \). Therefore, an order must be placed in periods 2, 3, or 4, which is stated by the inequality
\[
x_2 + x_3 + x_4 \geq 1,
\]
cutting off the fractional solution in Figure 1(b) that cannot be cut by uncapacitated inequalities. \( \square \)

In general for any \( 1 \leq k \leq \ell \leq n \) such that \( u_{k-1} < d_{k\ell} \), the “cut-set type” inequality
\[
\sum_{t \in [k, \ell]} x_t \geq 1
\]
is valid for $\mathcal{P}$. Notice that if $u_{k-1} < d_{k(\ell-1)}$, then (2) is dominated by $\sum_{t \in [k,\ell-1]} x_t \geq 1$; therefore, strong inequalities among (2) must satisfy $d_{k(\ell-1)} \leq u_{k-1} < d_{k\ell}$, implying that there are only at most $n$ strong inequalities among (2). Next, we introduce inequalities that generalize (2).

The first class of inequalities is obtained by setting the incoming inventory variable $i_{k-1}$ for $[k,\ell]$ to $u_{k-1}$ for $u_{k-1} \leq d_{k\ell}$ (Figure 2). Then, due to the exogenous supply $u_{k-1}$ in time period $k$, the effective total demand in periods $t, t+1, \ldots, \ell$ is $\min\{d_{k\ell} - u_{k-1}, d_{k\ell}\}$ for $t \in [k,\ell]$. Also observing, in this case, that the order quantity in period $t$ cannot exceed $d_{k\ell} - u_{k-1} + u_t$ due to the inventory capacity $u_t$, we obtain the following inequalities.

![Figure 2. Saturating incoming inventory.](image)

For $1 \leq k \leq \ell \leq n$ such that $u_{k-1} \leq d_{k\ell}$ and $S \subseteq [k,\ell]$, consider the inequality

$$(3) \quad i_{k-1} + \sum_{t \in S} y_t \leq u_{k-1} + \sum_{t \in S} \min\{d_{k\ell} + u_t - u_{k-1}, d_{k\ell} - u_{k-1}, d_{k\ell}\}x_t + i_t.$$  

Proposition 1. Inequality (3) is valid for $\mathcal{P}$.

Proof. If $u_{k-1} = d_{k\ell}$, inequality follows from $i_{k-1} + \sum_{t \in S} y_t \leq d_{k\ell} + i_\ell = u_{k-1} + i_\ell$. Otherwise, let $p = \min\{t \in [k,\ell] : u_{k-1} < d_{k\ell}\}$. Observe that $d_{k\ell} - u_{k-1} \leq d_{k\ell}$ for $t \in [k,p]$ and $d_{k\ell} - u_{k-1} > d_{k\ell}$ for $t \in [p+1,\ell]$. For $(y, x, i) \in \mathcal{P}$, let $b = \max\{t \in S : d_{k\ell} + u_t - u_{k-1} < \min\{d_{k\ell} - u_{k-1}, d_{k\ell}\}\}$ and $x_t = 1$ (if no such $t$ exists, let $b = k - 1$) and let $h = \min\{t \in [b+1,\ell] \cap S : x_t = 1\}$ (if no such $t$ exists, let $h = \ell + 1$). If $h \leq p$, then

$$i_{k-1} + \sum_{t \in S} y_t \leq d_{k\ell} + i_\ell = d_{k\ell} + d_{(b+1)\ell} + u_b - u_b + u_{k-1} - u_{k-1} + i_\ell$$

$$\leq u_{k-1} + \sum_{t \in S} \min\{d_{k\ell} + u_t - u_{k-1}, d_{k\ell} - u_{k-1}, d_{k\ell}\}x_t + i_\ell.$$  

The last inequality follows since $x_h = 1$, $d_{k\ell} - u_{k-1} \leq d_{h\ell}$ for $h \leq p$, $d_{(b+1)\ell} - u_b \leq d_{k\ell} - u_{k-1}$ (by assumption (A3)), $d_{k\ell} - u_{k-1} \geq 0$, and $d_{k\ell} + u_t - u_{k-1} \geq 0$ (by assumption (A3)).

On the other hand, if $h > p$, then

$$i_{k-1} + \sum_{t \in S} y_t \leq d_{k\ell} + u_b + d_{h\ell} + i_\ell + u_{k-1} - u_{k-1}$$

$$\leq u_{k-1} + \sum_{t \in S} \min\{d_{k\ell} + u_t - u_{k-1}, d_{k\ell} - u_{k-1}, d_{k\ell}\}x_t + i_\ell. \quad \Box$$  

Remark 1. Note that assumption (A2) is not used to prove validity of inequality (3). If $u_{k-1} < d_k$ for some $k \in [1,n]$, then we write the inequality (3) for $k = \ell$ and $S = \{k\}$ as

$$i_{k-1} + y_k \leq u_{k-1} + (d_k - u_{k-1})x_k + i_k.$$  

Adding the flow balance equality $d_k + i_k = y_k + i_{k-1}$, we get $d_k - u_{k-1} \leq (d_k - u_{k-1})x_k$ or $x_k \geq 1$. 

Inequality

Let \( i \in S \cap [p + 1, \ell] \) with \( u_j < d_{(j+1)\ell} \), then inequality (3) can be strengthened as

\[
(4) \quad i_{k-1} + \sum_{t \in S} y_t \leq u_{k-1} + \sum_{t \in S} \min\{d_{kt} + u_t - u_{k-1}, d_{k\ell} - u_{k-1}, d_{\ell t} + u_t\} x_t + i_{\ell}. 
\]

However, inequality (4) is weak, because it is dominated by

\[
i_{k-1} + \sum_{t \in S \setminus \{j\}} y_t \leq u_{k-1} + \sum_{t \in S \setminus \{j\}} \min\{d_{kt} + u_t - u_{k-1}, d_{k\ell} - u_{k-1}, d_{\ell t} + u_t\} x_t + i_{\ell},
\]

and the constraint \( y_j \leq (d_j + u_j)x_j \). It follows that \( u_j \geq d_{(j+1)\ell} \) for \( j \in [p + 1, \ell] \) is a necessary facet condition for inequalities (3); see Proposition 13.

Remark 3. We note that inequalities (3) dominate inequalities (2). To see this, suppose \( u_{k-1} < d_{k\ell} \), hence inequality (2) is valid for \( \mathcal{P} \). Rewriting inequality (3) for \( S = [k, \ell] \) by subtracting the aggregate flow balance equality

\[
i_{k-1} + \sum_{t \in [k, \ell]} y_t = d_{k\ell} + i_{\ell}
\]

we obtain

\[
\sum_{t \in [k, \ell]} \min\{d_{kt} + u_t - u_{k-1}, d_{k\ell} - u_{k-1}, d_{\ell t} + u_t\} x_t \geq d_{k\ell} - u_{k-1},
\]

which is at least as strong as inequality (2). \( \square \)

The next class of inequalities is obtained by saturating incoming as well as outgoing inventory variables \( i_{k-1} \) and \( i_{\ell} \) for a block \( [k, \ell] \) (Figure 3). Then due the exogenous supply in time period \( k \), the effective total demand in periods \( t, t+1, \ldots, \ell \) is \( \min\{d_{kt} - u_{k-1} + u_t, d_{\ell t} + u_t\} \) for \( t \in [k, \ell] \).

However, observing, in this case, that the order quantity in period \( t \) cannot exceed \( d_{kt} - u_{k-1} + u_t \) due to the inventory capacity \( u_t \), and that \( d_{k\ell} - u_{k-1} + u_t \leq d_{k\ell} - u_{k-1} + u_t \) by assumption (A3), we obtain the following inequalities.

![Figure 3. Saturating incoming and outgoing inventory.](image)

For \( k \geq 1 \) and \( S \subseteq [k, n] \) consider the inequality

\[
(5) \quad i_{k-1} + \sum_{t \in S} y_t \leq u_{k-1} + \sum_{t \in S} (d_{kt} - u_{k-1} + u_t) x_t.
\]

Proposition 2. Inequality (5) is valid for \( \mathcal{P} \).

Proof. Let \( (y, x, i) \in \mathcal{P} \). If \( x_t = 0 \) for all \( t \in S \), then inequality is trivially valid. Otherwise, let \( \omega = \max\{t \in S : x_t = 1\} \). Then

\[
i_{k-1} + \sum_{t \in S} y_t \leq d_{k\omega} + u_{\omega} + u_{k-1} - u_{k-1} \leq u_{k-1} + \sum_{t \in S} (d_{kt} + u_t - u_{k-1}) x_t. \quad \square
\]
Remark 4. Suppose $S \subseteq [k, \ell]$ for $\ell \geq k$. Then inequality

$$i_{k-1} + \sum_{t \in S} y_t \leq u_{k-1} + \sum_{t \in S} \min\{d_{kt} + u_t - u_{k-1}, d_{kt} + u_t\} x_t$$

is dominated by inequality (5) with $S' = S \cap [k, q]$, where $q = \min\{t \in [k, \ell] : d_{kt} \geq u_{k-1}\}$ and inequalities $y_t \leq (d_t + u_t)x_t$ for $t \in S \setminus S'$ since $d_t + u_t \leq d_{kt} + u_t$ by assumption (A3). It follows that $S \subseteq [k, q]$ is a necessary facet condition for inequalities (5); see Proposition 14.

In the Appendix we study the strength of the inequalities (1), (3), and (5) with respect to $\mathcal{P}$.

Example 1 (cont.) For $[k, \ell] = [2, 5]$ we have $p = q = 4$. Then all facet-defining inequalities (3) of $\mathcal{P}$ for $[k, \ell] = [2, 5]$ with $|S| \leq 2$ are

\[
\begin{align*}
i_1 + y_2 &\leq 30 + 24x_2 + i_5 \\
i_1 + y_3 &\leq 30 + 24x_3 + i_5 \\
i_1 + y_4 &\leq 30 + 24x_4 + i_5 \\
i_1 + y_2 + y_3 &\leq 30 + 24x_2 + 24x_3 + i_5 \\
i_1 + y_2 + y_4 &\leq 30 + 24x_2 + 24x_4 + i_5 \\
i_1 + y_3 + y_4 &\leq 30 + 24x_3 + 24x_4 + i_5 \\
i_1 + y_2 + y_3 &\leq 30 + 24x_2 + 15x_5 + i_5 \\
i_1 + y_3 + y_5 &\leq 30 + 24x_3 + 15x_5 + i_5 \\
i_1 + y_4 + y_5 &\leq 30 + 24x_4 + 15x_5 + i_5.
\end{align*}
\]

On the other hand, all facet-defining inequalities (5) of $\mathcal{P}$ for $[k, \ell] = [2, 5]$ are

\[
\begin{align*}
i_1 &\leq 30 \\
i_1 + y_2 &\leq 30 + 29x_2 \\
i_1 + y_3 &\leq 30 + 29x_3 \\
i_1 + y_4 &\leq 30 + 29x_4 \\
i_1 + y_2 + y_3 &\leq 30 + 29x_2 + 29x_3 \\
i_1 + y_2 + y_4 &\leq 30 + 29x_2 + 29x_4 \\
i_1 + y_3 + y_4 &\leq 30 + 29x_3 + 29x_4.
\end{align*}
\]

3.3. Fractional extreme points of the LP relaxation. Now we show that the inequalities described in Sections 3.1 and 3.2 cut all fractional extreme point solutions of the linear programming relaxation of LSBI. Recall that extreme point solutions are characterized by blocks $[k, \ell]^\alpha_\beta$ for $1 \leq k \leq \ell \leq n$, where $\alpha \in \{0, u_{k-1}\}$ and $\beta \in \{0, u_{\ell}\}$. Note that in an extreme point solution there can be at most one period with positive order quantity in a block.

Proposition 3. Inequalities (1), (3), and (5) cut all fractional extreme point solutions of the LP relaxation of LSBI.

Proof. Let $(y, x, i)$ be an extreme point solution of the LP relaxation of LSBI. For a block type $[k, \ell]^\alpha_\beta$, there exists one period $t \in [k, \ell]$ with $y_t = d_{kt} = d_{kt}$. (Note that $t = k$ if $d_k > 0$.) Therefore, the order fixed-charge variable $x_t = d_{kt}/(d_t + u_t)$. If $0 < x_t < 1$, then the inequality (1)

$$y_t \leq d_{kt}x_t + i_t$$
cuts off this point.

For a block type \([k, \ell]^{u_{k-1}}_0\), there exists one period \(t \in [k, \ell]\) with \(y_t = d_{kt} - u_{k-1}\). Therefore, the order fixed-charge variable \(x_t = (d_{kt} - u_{k-1})/(d_t + u_t)\). If \(0 < x_t < 1\), then inequality (3)
\[
i_{k-1} + y_t \leq u_{k-1} + (d_{kt} - u_{k-1})x_t + i_{\ell}
\]
cuts off \((y, x, i)\).

For a block type \([k, \ell]^{u_{k-1}}_0\), there exists one period \(t \in [k, \ell]\) with \(y_t = d_{kt} + u_t - u_{k-1}\). Therefore, the order fixed-charge variable \(x_t = (d_{kt} + u_t - u_{k-1})/(d_t + u_t)\). If \(0 < x_t < 1\), then inequality
\[
i_{k-1} + y_t \leq u_{k-1} + (d_{kt} + u_t - u_{k-1})x_t
\]
cuts off \((y, x, i)\).

Finally, for a block type \([k, \ell]^{u_{k-1}}_0\), there exists one period \(t \in [k, \ell]\) with \(y_t = d_{kt} + u_t\). In this case we must have \(d_{kt} + u_t = d_t + u_t\). Therefore, the order fixed-charge variable is integral. □

3.4. Separation. Now we discuss how to find inequalities (3) violated by a given point \((y, x, i) \in \mathbb{R}^{3n+1}_+\). Let \(\Delta = \sum_{t \in S}(y_t - \min(d_{kt} + u_t - u_{k-1}, d_{kt} - u_{k-1}, d_{lt} + x_t))\). For fixed \(k\) and \(\ell\) such that \(u_{k-1} < d_{kt}\), \(\Delta\) is maximized by placing \(t \in [k, \ell]\) in \(S\) if and only if \(y_t > \min\{d_{kt} + u_t - u_{k-1}, d_{kt} - u_{k-1}, d_{lt} + x_t\}\). Since this can be done in linear time for each \(k\) and \(\ell\), the observation leads to an \(O(n^3)\) separation algorithm for inequalities (3). Next we improve the computational complexity of separation.

**Theorem 4.** There is an \(O(n^2 \log n)\) algorithm to solve the separation problem for inequalities (3). There are \(O(n \log n)\) algorithms to solve the separation problems for inequalities (1) and (5).

**Proof.** For \(k \in [1, n-1]\) let \(p(k) = \min\{t \in [k, \ell] : u_{k-1} < d_{kt}\}\) \((p(k) = \ell + 1\) if \(u_{k-1} \geq d_{kt}\)). Also let \(r' = \max\{t \in [1, \ell] : u_t < d_{(t+1)\ell}\}\). So in inequality (3) \(x_t\) for \(t \in S\) has coefficient \(d_{kt} + u_t - u_{k-1}\) if \(t \in [k, \ell]\) and only if \(y_t > \min\{d_{kt} + u_t - u_{k-1}, d_{kt} - u_{k-1}\}\). Also \((p(k) + 1, \ell)\) for \(r' > p(k)\).)

In the rest of the discussion we fix \(\ell\) and decrement \(k\) from \(\ell\) to \(1\). A set \(S\) that maximizes \(\Delta\) for all \(k \in [1, \ell]\) will be computed in \(O(n \log n)\). The following observations are due to assumption (A3): (a) \(p(k-1) \leq p(k)\), (b) \(d_{kt} - u_{k-1}) \leq d_{(k-1)\ell} - u_{k-2}\).

Let \(S(k)\) be a subset of \([k, \ell]\) maximizing \(\Delta\) for \(k\) (and fixed \(\ell\)). Observation (b) implies that if \(t \in [k, r')\) and \(r' \leq p(k)\) and \(t \notin S(k)\), then \(t \notin S(j)\) for any \(j < k\); also if \(t \in [r'+1, p(k)]\) and \(t \notin S(k)\), then \(t \notin S(j)\) for any \(j < k\) such that \(t \leq p(j)\); however, \(t\) may be in \(S(j)\) if \(p(j) < t\).

It is clear that if \(t \in [\max\{r', p(k)\} + 1, \ell]\) and \(t \notin S(k)\), then \(t \notin S(j)\) for any \(j < k\). Also note that \(S(j) \cap [p(j) + 1, \ell] = \emptyset\) for \(r' > p(k)\).

Let \(T\) be the list of \(t \in [k, r']\) for \(r' \leq p(k)\) such that \(\psi_t := y_t/x_t - (d_{kt} + u_t - u_{k-1}) > 0\), sorted by \(\psi_t\), \(T'\) be the list of \(t \in [r'+1, p(k)]\) such that \(\varepsilon_t := y_t/x_t - (d_{kt} - u_{k-1}) > 0\), sorted by \(\varepsilon_t\), and finally \(T''\) be the (unsorted) list of \(t \in [\max\{r', p(k)\} + 1, \ell]\) such that \(y_t - d_{t\ell}x_t > 0\).

For \(k' = k - 1\), if \(k' \leq r'\), then we place \(k'\) into \(T\) in \(O(\log n)\) time by binary search on \(\psi_t\) and delete permanently from \(T\) all \(t \leq r'\) with \(\psi'_t = \psi_t - (d_{k-1} - u_{k-2} - u_{k-1}) \leq 0\). On the other hand if \(r' < k'\), then we place \(k'\) into \(T''\) in \(O(\log n)\) time by binary search on \(\varepsilon_t\). We delete from \(T'\) all \(t > p(k')\) and all \(t \in T'\) such that \(\varepsilon'_t = \varepsilon_t - (d_{k-1} - u_{k-2} + u_{k-1}) \leq 0\) permanently.

Finally \(t \in [p(k') + 1, p(k)]\) is placed in \(T''\) permanently if and only if \(y_t - d_{t\ell}x_t > 0\). Thus \(S(k') = T \cup T' \cup T''\).

Keeping separate sums \(y(T) = \sum_{t \in T} y_t, x(T) = \sum_{t \in T} x_t\) and \(y(T') = \sum_{t \in T'} y_t, x(T') = \sum_{t \in T'} x_t\) allows us to compute \(\Delta\) for \(S(k)\) in constant average time. Since variables are inserted into and deleted from each list at most once, all updates in \(\Delta\) for the changes in the lists can be
done in $O(n)$. For the elements remaining in the lists, updates can be done in constant time per iteration. For instance, let $T \subseteq T'$ be the set of elements that remain from iteration to the next. Since the coefficients of $x_i$ for all $i \in T$ reduce by $d_{k-1} - u_{k-2} + u_{k-1}$, the required change for them in $\Delta$ is $-(d_{k-1} - u_{k-2} + u_{k-1})x(T)$.

There are at most $n$ insertions to $T$ and $T'$, all of which take total $O(n \log n)$. Also there are at most $n$ deletions from $T'$ and insertions to $T''$, all of which can be done in total $O(n)$. Since $\Delta$ can be updated in a total of $O(n)$, the complexity of the algorithm is $O(n \log n)$ for each $\ell$, giving an overall $O(n^2 \log n)$ separation algorithm for inequalities (3).

From the above algorithm it also follows that the separation for the simpler inequalities (5) can be done in $O(n \log n)$ by fixing $\ell = n$ only. Separation for inequalities (1) can be done similarly in $O(n \log n)$ by keeping the elements of $T''$ sorted by $y_t/x_t - d_{t\ell}$ and incrementing $\ell$ from 1 to $n$.

4. Fixed costs on inventory

In this section we expand the study to incorporate the inventory fixed-charge variables. Thus the polyhedron studied in this section is

$$Q = \text{conv} \left\{ \begin{array}{ll}
i_{t-1} + y_t - i_t = d_t & t \in [1, n] \\
o \leq i_t \leq u_t z_t & t \in [0, n] \\
0 \leq y_t \leq (d_t + u_t)x_t & t \in [1, n] \\
y \in \mathbb{R}^n, x \in \{0, 1\}^n, i \in \mathbb{R}^{n+1}, z \in \{0, 1\}^{n+1} \end{array} \right\}.$$  

4.1. Uncapacitated inequalities. As before, we first describe inequalities that do not consider the inventory upper bounds. For $t \in [0, n-1]$ let $b_t$ be the first time period after $t$ with positive demand, i.e., $b_t = \min\{k \in [t+1, n] : d_k > 0\}$. Then, since $d_{b_t}$ is either satisfied from inventory at $t$ or from an order in a later period up to $b_t$, inequality

$$z_t + x_{t+1} + \cdots + x_{b_t} \geq 1$$

is valid for $Q$.

For $0 \leq k \leq \ell \leq n$ and $S \subseteq [k, \ell]$ inequality

$$i_{k-1} + \sum_{t \in S} y_t \leq d_{k\ell} z_{k-1} + \sum_{t \in S} d_{\ell t} x_t + i_\ell,$$

where $i_{-1}$ and $z_{-1}$ are taken as 0, generalizes (7) as well as the $(\ell, S)$ inequality (1). When there are no inventory upper bounds, van Vyve and Ortega (2003) show that it suffices to add inequalities (8) to the LP relaxation of the uncapacitated lot-sizing problem with inventory fixed costs to obtain the convex hull of the feasible solutions. Inequalities (8) are not sufficient to describe $Q$; however, they define facets of $Q$ as shown in the Appendix.

4.2. Capacitated inequalities. In order to obtain strong inequalities that use the inventory fixed costs as well as upper bounds, we introduce the inventory fixed-charge variables into inequalities (3) and (5).

For $1 \leq k \leq \ell \leq n$ such that $u_{k-1} \leq d_{k\ell}$, let $S \subseteq [k, \ell]$ and $T := \{t_1, t_2, \ldots, t_\tau\} \subseteq [k-1, p-1]$. For $j \in T$ let $s(j) = \min\{t \in S \cup \{\ell + 1\} : t > j\}$. Consider the inequality

$$i_{k-1} + \sum_{t \in S} y_t + \sum_{t \in T} \gamma_t (1 - z_t) \leq u_{k-1} + \sum_{t \in S} \min\{d_{k\ell} + u_t - u_{k-1}, d_{\ell t} - u_{k-1}, d_{\ell t}\} x_t + i_\ell,$$
where

\[
\gamma_{t_j} = \begin{cases} 
  u_{k-1} - d_{kt_j}, & \text{if } j = \tau \text{ and } s(t_j) > p, \\
  d_{(t_j+1)(t_j+1)}, & \text{if } j < \tau \text{ and } s(t_j) = s(t_{j+1}), \\
  d_{(t_j+1)(s(t_j)-1)}, & \text{if } j < \tau \text{ and } s(t_j) < s(t_{j+1}) \text{ or } (j = \tau \text{ and } s(t_j) \leq p). 
\end{cases}
\]

(10)

**Example 1 (cont.)** Consider inequality (3) for \([k, \ell] = [2, 5]\) (where \(p = 4\)) and \(S = \{2\} \) :

\[
i_1 + y_2 \leq 30 + 24x_2 + i_5, 
\]

which is facet-defining for the restriction \(z_t = 1\) for \(t \in [0, 5]\). Now if \(z_2 = 0\), then we observe that \(i_1 + y_2 \leq 12 = d_2\). So,

\[
i_1 + y_2 + 18(1 - z_2) \leq 30 + 24x_2 + i_5, 
\]

is valid for \(Q\), where \(T = \{2\}, t_\tau = 2, s(2) = \ell + 1 = 6 > p\) so \(\gamma_2 = u_1 - d_2 = 18\).

Alternatively, for inequality (11), if \(z_3 = 0\), then \(i_1 + y_2 \leq 25 = d_{23}\). Therefore,

\[
i_1 + y_2 + 5(1 - z_3) \leq 30 + 24x_2 + i_5, 
\]

where \(\gamma_3 = u_1 - d_{23} = 5\). Now for (12) if \(z_2 = 0\), then \(i_1 + y_2 + 5(1 - z_3) \leq 12 + 5 = 12 = d_2 + \gamma_3\) and inequality

\[
i_1 + y_2 + 13(1 - z_2) + 5(1 - z_3) \leq 12 + 5 = d_2 + \gamma_3, 
\]

which is equivalent to inequality (9) with \(T = \{2, 3\}, s(2) = s(3) = 6\), and \(\gamma_2 = d_3 = 13\).

This example illustrates that \(\gamma\) in (10) are sequence dependent lifting coefficients for \(z_t, t \in T\). Next, we give a direct proof of validity.

**Proposition 5.** Inequality (9) is valid for \(Q\).

**Proof.** Let \((y, x, i, z) \in Q\). If \(z_t = 1\) for all \(t \in T\), validity follows from Proposition 1. Therefore, we assume that \(z_t = 0\) for some \(t \in T\). For a given point \((y, x, i, z) \in Q\), for \(1 \leq k \leq \ell \leq n\), \(S \subseteq [k, \ell]\) and \(T \subseteq [k - 1, p - 1]\), if \(z_t = 0\) for some \(t \in T\), then let \(V = \{v_1, v_2, \ldots, v_n\} = \bigcup_{j \in S \cap (T)} \{t \in T : z_t = 0, s(t) = j\}\). Without loss of generality assume that \(v_1 < v_2 < \cdots < v_n\); \(v_0 = 0\) and \(v_{n+1} = n\). Thus \(S \cap [s, p - 1]\) is partitioned as \((S_1, S_2, \ldots, S_\kappa, S_{\kappa+1})\), where \(S_j = \{t \in S : v_{j-1} < t \leq v_j\}\), and \(T\) is partitioned as \((T_1, T_2, \ldots, T_{\kappa}, T_{\kappa+1})\), where \(T_j = \{t \in T : s(v_{j-1}) \leq t < s(v_j)\}\) with \(s(v_0) = k - 1\) and \(s(v_{n+1}) = n\). Observe that for \(t_j \in T\) if \(s(t_j) \leq p\),

\[
\sum_{t \in T \cap [t_j, s(t_j)-1]} \gamma_t \leq d_{(t_j+1)(s(t_j)-1)} 
\]

and if \(s(t_j) > p\),

\[
\sum_{t \in T \cap [t_j, s(t_j)-1]} \gamma_t \leq u_{k-1} - d_{kt_j}. 
\]

First, we express the left-hand side of (9) as the sum of \(\kappa + 1\) terms: \(i_{k-1} + \sum_{t \in S \cap [v_1]} y_t + \sum_{t \in T \cap [s(v_1), s(v_1)]} \gamma_t(1 - z_t)\), \(\sum_{t \in S \cap [v_1, v_2]} y_t + \sum_{t \in T \cap [s(v_1), s(v_2)]} \gamma_t(1 - z_t)\) for \(j \in [2, \kappa]\) and \(\sum_{t \in S \cap [v_1]} y_t\). Next, we show the following relations for the first \(\kappa\) of these terms.

Observe from (13) that if \(s(v_1) \leq p\),

\[
i_{k-1} + \sum_{t \in S \cap [v_1]} y_t + \sum_{t \in T \cap [s(v_1), s(v_1)]} \gamma_t(1 - z_t) \leq d_{kv_1} + d_{(v_1+1)(s(v_1)-1)} = d_{k(s(v_1)-1)}. 
\]

(15)
since $i_{k-1} + \sum_{t \in S: t \leq v_i} y_t \leq d_{kv_1}$ when $z_{v_i} = i_{v_i} = 0$. Similarly, if $s(v_1) > p$ (in which case $\kappa = 1$), then

$$i_{k-1} + \sum_{t \in S: t \leq v_1} y_t + \sum_{t \in T: t < s(v_1)} \gamma_t (1 - z_t) \leq d_{kv_1} + d_{vt_1} + u_{k-1} - d_{kt_1} = u_{k-1}. \tag{16}$$

For $v_j, j \in [2, \kappa]$ with $s(v_j) \leq p$, we have

$$\sum_{t \in S: v_j - 1 < t \leq v_j} y_t + \sum_{t \in T: s(v_j - 1) \leq t < s(v_j)} \gamma_t (1 - z_t) \leq d_{s(v_j - 1)} + d_{(v_j + 1)(s(v_j) - 1)} = d_{s(v_j - 1)}(s(v_j) - 1). \tag{17}$$

On the other hand, for $v_\kappa$ if $\kappa \geq 2$ and $s(v_\kappa) > p$, then

$$\sum_{t \in S: \v_\kappa - 1 \leq t \leq v_\kappa} y_t + \sum_{t \in T: s(v_\kappa - 1) \leq t < s(v_\kappa)} \gamma_t (1 - z_t) \leq d_{s(v_\kappa - 1)} + d_{(v_\kappa + 1)\kappa}, + u_{k-1} - d_{k\kappa} \tag{18}$$

To see the validity of inequalities (9), we consider six cases. Let $b$ and $h$ be defined as in the proof of Proposition 1. First suppose that $h \leq p$. If $s(v_\kappa) > p$, then from (15)–(18), we have

$$i_{k-1} + \sum_{t \in S: t \leq v_\kappa} y_t + \sum_{t \in T} \gamma_t (1 - z_t) = u_{k-1} + \sum_{t \in S: s(v_\kappa - 1) \leq t < s(v_\kappa)} y_t \\ \leq u_{k-1} + d_{(p+1)\ell} + i_\ell \\ \leq u_{k-1} + d_{kl} - u_{k-1} + i_\ell \quad \text{(since } u_{k-1} < d_{kp}) \\ \leq u_{k-1} + \sum_{t \in S} \min\{d_{kt} + u_t - u_{k-1}, d_{kt} - u_{k-1}, d_{kt}\} x_t + i_\ell,$$

where the second inequality follows, since $\sum_{t \in S: t > v_\kappa} y_t \leq d_{(p+1)\ell} + i_\ell$ if $s(v_\kappa) > p$ and the last inequality follows, since $x_\ell \geq 0$ for $t \in S, x_h = 1$ and for $b \leq p$, $d_{kt} - u_{k-1} \leq \min\{d_{kt} + u_t - u_{k-1}, d_{kt}\} x_t + i_\ell$.

Similarly, if $s(v_\kappa) \leq p$, then from (15) and (17)

$$i_{k-1} + \sum_{t \in S: t \leq v_\kappa} y_t + \sum_{t \in T} \gamma_t (1 - z_t) = d_{k(s(v_\kappa) - 1)} + d_{s(v_\kappa)\ell} + i_\ell \\ = d_{k\ell} + u_{k-1} - u_{k-1} + i_\ell \\ \leq u_{k-1} + \sum_{t \in S} \min\{d_{kt} + u_t - u_{k-1}, d_{kt} - u_{k-1}, d_{kt}\} x_t + i_\ell.$$

Now suppose that $h > p$. If $s(v_\kappa) > p$ and $b > v_\kappa$, then

$$i_{k-1} + \sum_{t \in S: t \leq v_\kappa} y_t + \sum_{t \in T} \gamma_t (1 - z_t) + \sum_{t \in S: v_\kappa < t \leq b} y_t + \sum_{t \in S: t \geq h} y_t \\ \leq u_{k-1} + d_{s(v_\kappa)b} + u_b + d_{h\ell} + i_\ell \\ = u_{k-1} + d_{kb} + u_b - u_{k-1} + d_{h\ell} + i_\ell + (u_{k-1} - d_{k(s(v_\kappa) - 1)}) \\ \leq u_{k-1} + \sum_{t \in S} \min\{d_{kt} + u_t - u_{k-1}, d_{kt} - u_{k-1}, d_{kt}\} x_t + i_\ell,$$

where the last inequality follows since $u_{k-1} < d_{k(s(v_\kappa) - 1)}$ for $s(v_\kappa) > p$. If $s(v_\kappa) \leq p$ and $b > v_\kappa$, then
$$i_{k-1} + \sum_{t \in S : t \leq v_n} y_t + \sum_{t \in T} \gamma_t (1 - z_t) + \sum_{t \in S : v_n < t \leq h} y_t + \sum_{t \in S : t \geq h} y_t \leq d_k(s(v_n)-1) + d_s(v_n) + u_b + d_{h\ell} + i\ell + u_{k-1} - u_k - 1$$

$$\leq u_{k-1} + \sum_{t \in S} \min\{d_{kt} + u_t - u_{k-1}, d_{k\ell} - u_{k-1}, d_{t\ell}\} x_t + i\ell.$$ 

If $s(v_n) > p$ and $b \leq v$, then

$$i_{k-1} + \sum_{t \in S : t \leq v_n} y_t + \sum_{t \in T} \gamma_t (1 - z_t) + \sum_{t \in S : t \geq h} y_t \leq u_{k-1} + \sum_{t \in S} \min\{d_{kt} + u_t - u_{k-1}, d_{k\ell} - u_{k-1}, d_{t\ell}\} x_t + i\ell.$$ 

Finally if $s(v_n) \leq p$ and $b \leq v$, then

$$i_{k-1} + \sum_{t \in S : t \leq v_n} y_t + \sum_{t \in T} \gamma_t (1 - z_t) + \sum_{t \in S : t > v} y_t \leq d_k(s(v_n)-1) + d_{k\ell} + i\ell$$

$$\leq u_{k-1} + \sum_{t \in S} \min\{d_{kt} + u_t - u_{k-1}, d_{k\ell} - u_{k-1}, d_{t\ell}\} x_t + i\ell. \quad \Box$$

In the next class of inequalities we introduce inventory fixed-charge variables into inequalities (5). For $1 \leq k \leq \ell \leq n$ let $S \subseteq [k, \ell]$ and $T := \{t_1, t_2, \ldots, t_\tau\} \subseteq [k-1, p-1]$, where $p = \min\{t \in [k, \ell] : u_{k-1} < d_k t\}$. For $t \in T$ let $s(j) = \min\{t \in S \cup \{\ell + 1\} : t > j\}$. Then consider the inequality

$$i_{k-1} + \sum_{t \in S} y_t + \sum_{t \in T} \gamma_t (1 - z_t) \leq u_{k-1} + \sum_{t \in S} (d_{kt} + u_t - u_{k-1}) x_t,$$

where $\gamma_t$ is defined as in (10).

**Proposition 6.** Inequality (19) is valid for $Q$.

**Proof.** For $(y, x, i, z) \in Q$ if $x_t = 0$ for all $t \in S$, inequality follows from $i_{k-1} + \sum_{t \in T} \gamma_t (1 - z_t) \leq u_{k-1}$ due to (15)–(18). Otherwise, let $\omega = \max\{t \in S : x_t = 1\}$. Using the definitions in the proofs of Propositions 1 and 5, if $s(v_n) > p$ and $\omega > v_n$, then

$$i_{k-1} + \sum_{t \in S : t \leq v_n} y_t + \sum_{t \in T} \gamma_t (1 - z_t) + \sum_{t \in S : v_n < t \leq \omega} y_t \leq u_{k-1} + d_s(v_n, \omega) + u_\omega + (d_{kp} - u_{k-1}) \leq u_{k-1} + \sum_{t \in S} (d_{kt} + u_t - u_{k-1}) x_t.$$ 

If $s(v_n) \leq p$ and $\omega > v_n$, then

$$i_{k-1} + \sum_{t \in S : t \leq v_n} y_t + \sum_{t \in T} \gamma_t (1 - z_t) + \sum_{t \in S : v_n < t \leq \omega} y_t \leq d_k(s(v_n)-1) + d_s(v_n) + u_\omega + u_{k-1} - u_{k-1} \leq u_{k-1} + \sum_{t \in S} (d_{kt} + u_t - u_{k-1}) x_t.$$
Finally if \( \omega \leq v_\omega \), then

\[
i_{k-1} + \sum_{t \in S : t \leq v_\omega} y_t + \sum_{t \in T} \gamma_t (1 - z_t) \leq u_{k-1} \leq u_{k-1} + \sum_{t \in S} (d_{kt} + u_t - u_{k-1}) x_t.
\]

In the Appendix we study the strength of the inequalities (9) and (19) with respect to \( Q \).

**Example 1 (cont.)** All facet-defining inequalities (19) of \( Q \) for \( [k, \ell] = [2, 5] \) with \( |S| \leq 1 \) are

\[
i_1 + 12(1 - z_1) + 13(1 - z_2) + 5(1 - z_3) \leq 30
\]
\[
i_1 + 12(1 - z_1) + 18(1 - z_2) \leq 30
\]
\[
i_1 + 25(1 - z_1) + 5(1 - z_3) \leq 30
\]
\[
i_1 + 30(1 - z_1) \leq 30
\]
\[
i_1 + 18(1 - z_2) + y_2 \leq 30 + 29 x_2
\]
\[
i_1 + 13(1 - z_2) + 5(1 - z_3) + y_2 \leq 30 + 29 x_2
\]
\[
i_1 + 12(1 - z_1) + 5(1 - z_3) + y_3 \leq 30 + 29 x_3
\]
\[
i_1 + 25(1 - z_1) + y_4 \leq 30 + 29 x_4
\]
\[
i_1 + 12(1 - z_1) + 13(1 - z_2) + y_4 \leq 30 + 29 x_4.
\]

Observe that these inequalities are extensions of inequalities (5) with inventory fixed-charge variables. The first four inequalities are extensions of inequality \( i_1 \leq 30 \), the next two are extensions of \( i_1 + y_2 \leq 30 + 29 x_2 \) and so on.

On the other hand, all facet-defining inequalities (9) of \( Q \) for \( [k, \ell] = [2, 5] \) with \( |S| = 1 \) are

\[
i_1 + 18(1 - z_2) + y_2 \leq 30 + 24 x_2 + i_5
\]
\[
i_1 + 13(1 - z_2) + 5(1 - z_3) + y_2 \leq 30 + 24 x_2 + i_5
\]
\[
i_1 + 12(1 - z_1) + 5(1 - z_3) + y_3 \leq 30 + 24 x_3 + i_5
\]
\[
i_1 + 25(1 - z_1) + y_4 \leq 30 + 24 x_4 + i_5
\]
\[
i_1 + 12(1 - z_1) + 13(1 - z_2) + y_4 \leq 30 + 24 x_4 + i_5.
\]

Since the extreme point solutions of the LP relaxation have the same block structure with or without inventory fixed costs, it follows from Proposition 3 and assumption (A3) that inequalities (8), (9), and (19), which are generalizations of inequalities (1), (3), and (5), cut off all fractional extreme points of the LP relaxation of LSBI.

4.3. **Separation.** In this section we study separation problems for inequalities (9) and (19) and show that they can be solved in polynomial time.

**Theorem 7.** There is an \( O(n^4) \) algorithm to solve the separation problem for inequalities (9) and an \( O(n^3) \) algorithm to solve the separation problem for inequalities (19).

**Proof.** Rewriting inequality (9) as

\[
\sum_{t \in S} y_t + \sum_{t \in T} \gamma_t (1 - z_t) - \sum_{t \in S} \min\{d_{kt} + u_t - u_{k-1}, d_{kt} - u_{k-1}, d_{kt}\} x_t \leq u_{k-1} - i_{k-1} + i_\ell,
\]

for each \( k \) and \( \ell \) such that \( 1 \leq k \leq \ell \leq n \) and \( u_{k-1} < d_{k\ell} \), we wish to determine sets \( S \subseteq [k, \ell] \) and \( T \subseteq [k-1, p-1] \) such that the left-hand-side of (20) is maximized for a given point \( (y, x, i, z) \).
We formulate this problem as a longest path problem on a directed acyclic network. The arcs on a longest path determine the sets $S$ and $T$.

Consider a directed graph $G = (V, A)$ with a single source $(k - 1) \in V$ and a single sink $(\ell + 1) \in V$. Let $t \in V$ for $t \in [k, \ell] \setminus [p + 1, r')$, where $r' = \max\{t \in [k, \ell] : u_t < d_{(t+1)\ell}\}$ ($r' = k - 1$ if $u_t \geq d_{(t+1)\ell}$ for all $t \in [k, p]$).

There is an arc $(t, j)^a \in A$, for each $t \in V$ and $j \in V$ such that $k - 1 \leq t < j < p - 1$ so that if the path includes arc $(t, j)^a$, then $j$ is included in both $S$ and $T$ if $a = S$, $j$ is included in $T$ if $a = T$ ($k - 1$ is assumed to be in $T$, since $\{k - 1\} \cup (S \cap [k, p - 1]) \subseteq T \subseteq [k - 1, p - 1]$ for strong inequalities). Also for $k \leq t \leq p - 1 < j \leq \ell + 1$ with $t, j \in V$, arc $(t, j)^S$ is in $A$ and if the path includes this arc, then $j \in S$. For $p \leq t < j \leq \ell + 1$ with $t, j \in V$, arc $(t, j)^S$ is in $A$ and if the path includes this arc, then $j \in S$. Finally let $((k - 1), p)^S$ be an arc in $A$ if the path includes this arc, then $j \in S$. (Note that there is no arc $(k, j)^S$ for $j > p$, since we must have $S \cap [k, p] \neq \emptyset$ from condition 6 of Proposition 13.)

Now we assign lengths to the arcs. Let the length of arc $(t, j)^T$ for $k - 1 \leq t < j \leq p - 1$ be
\[c_{(t, j)^T} = d_{(t+1)j}(1 - z_t).\]

Also let the length of arc $(t, j)^S$ be
\[c_{(t, j)^S} = \begin{cases} d_{(t+1)(j-1)}(1 - z_t) + y_j - \min\{d_{kt} + u_t - u_{k-1}, d_{kt} - u_{k-1}\}x_j, & \text{if } k - 1 \leq t < j \leq p, \\
(y_k - d_{j}x_j)(1 - z_t) + y_j - d_{j}x_j, & \text{if } k \leq t < p < j \leq \ell + 1, \\
y_j - d_{j}x_j, & \text{if } p \leq t < j \leq \ell + 1, \end{cases}\]

where we use $y_{t+1} - d_{(t+1)x_{t+1}} = 0$, for simplicity of notation. It is easy to see that the total length of a path from vertex $(k - 1)$ to vertex $(\ell + 1)$ equals the left-hand-side of the corresponding inequality (20).

Different arc types and costs for $k \leq j < t < p < v < w \leq \ell$ are illustrated in Figure 4. For simplicity not all the arcs in the subgraph induced by $j, t, v, w$ is shown in the figure.

![Figure 4. Network for separation for inequalities (9) ($k \leq j < t < p < v < w \leq \ell$).](image)

Note that $G$ is a directed acyclic graph with $O(n)$ vertices and $O(n^2)$ arcs. Therefore, the longest path in $G$ can be found in $O(n^2)$ time (see Ahuja et al. (1993)). Since we solve a longest path problem for each $k$ and $\ell$ such that $u_{k-1} < d_{k\ell}$, the overall complexity of the separation algorithm for inequalities (9) is $O(n^4)$. The graph $G$ can be preprocessed to remove low length parallel arcs between two nodes, but this does not change the complexity of the algorithm.

It follows that separation for inequalities (19) is done $O(n^3)$ by letting $\ell = n$. \[\square\]

Separation of inequalities (8) is done in $O(n \log n)$ similar to separation for inequalities (1).
4.4. A special case: Wagner-Whitin nonspeculative costs. In this section we consider the special case of LSBI, in which the objective function satisfies the Wagner-Whitin nonspeculative property, i.e., \( p_t + h_t \geq p_{t+1} \) for all \( t \in [0, n] \), where \( p_0 = p_{n+1} = 0 \). For this case Pochet and Wolsey (1994) give an LP formulation for the lot-sizing problem with inventory bounds, but no inventory fixed costs. On the other hand, van Vyve and Ortega (2003) give an LP formulation for the lot-sizing with inventory fixed costs, but no bounds. In this section, we generalize these results to the lot-sizing problem with inventory bounds and fixed costs by observing that the intersection of the previously given LP formulations is an integral polyhedron.

Unlike in the general cost case, if Wagner-Whitin nonspeculative property holds, then there is an optimal inventory-minimal solution; that is, the demand in each period \( t \in [1, n] \) is satisfied either from inventory or by ordering in that period, but not both, because otherwise, since the order quantity is unbounded, we can increase \( y_t \) until \( i_{t-1} = 0 \) without increasing the objective value.

**Proposition 8.** If \( p_t + h_t \geq p_{t+1} \) for all \( t \in [0, n] \), where \( p_0 = p_{n+1} = 0 \), then \( \min \{ py + fx + hi + gz : (y, x, i, z) \in \mathcal{Q} \} \) has an optimal solution that satisfies \( i_{t-1}y_t = 0 \) for all \( t \in [1, n] \).

Thus if the costs satisfy the Wagner-Whitin nonspeculative property, then there exist an optimal solution that consists of blocks of type \([k, \ell]^0\) only, which implies that, in this case, LSBI can be solved as the uncapacitated lot-sizing problem by simply ignoring solutions with blocks \([k, \ell]^0\) that do not satisfy inventory upper bounds.

Next we describe a formulation of LSBI over the inventory-minimal solutions. Note that \((y, x, i, z)\) is an inventory-minimal solution if and only if for all \( t \in [1, n] \) we have \( i_{t-1} = d_{tj} \) for some \( j \in [t, n] \). Let \( \rho_{tk} \) be a binary variable such that \( \rho_{tk} = 1 \) if \( i_t \geq d_{(t+1)k} > 0 \) and \( \rho_{tk} = 0 \) otherwise for \( k \in [t + 1, n] \). Then inventory-minimal solutions can be modeled as \( i_t = \sum_{k=t+1}^{n} d_k \rho_{tk} \) and \( \rho_{tk} = (1 - \sum_{j=t_{k+1}, k} x_{j})^+ \) for \( k \in [t, n] \), where \( b_t \) is the first period after \( t \) with positive demand, i.e., \( b_t = \min \{ k \in [t + 1, n] : d_k > 0 \} \). Observe that the second set of equalities imply \( \rho_{tk} \geq \rho_{t(k+1)} \geq \cdots \geq \rho_{tn} \); hence, \( i_t = d_{(t+1)j} \) for some \( j \in [t + 1, n] \) (see Pochet and Wolsey (1994)).

Furthermore, for an inventory-minimal solution, \( i_t \leq u_t z_t \) if and only if (24) \( z_t \geq \rho_{tb_t} \) and (23) \( \sum_{j=t_{t+1}, t} x_j \geq 1 \), where \( \ell_t \) is the first time period after \( t \) in which demand cannot be completely satisfied by \( i_t \), i.e., \( \ell_t = \min \{ k \in [t + 1, n] : u_t < d_{(t+1)k} \} \). In order to see this, suppose \( i_t \leq u_t z_t \) holds. Then, \( d_{(t+1)\ell_{t-1}} \leq u_t < d_{(t+1)\ell_t} \), and we have (23). Also \( z_t = 0 \) implies \( i_t = 0 \) and from \( i_t = \sum_{k=t+1}^{n} d_k \rho_{tk} \) (inventory minimality), it follows that \( \rho_{tk} = 0 \) for all \( k \in [t + 1, n] \). Thus we have (24) as well. For the other direction, suppose (23)-(24) hold. From (23), \( x_k = 1 \) for some \( k \in [t + 1, \ell_t] \). Then for an inventory-minimal solution, from \( \rho_{tk} = (1 - \sum_{j=t_{k+1}, k} x_j)^+ \), we have \( \rho_{tk} = \cdots = \rho_{tn} = 0 \) and \( i_t \leq d_{(t+1)\ell_t} - u_t \). From (24), \( z_t = 0 \), then \( \rho_{tb_t} = 0 \), which, by \( \rho_{tk} = (1 - \sum_{j=t_{k+1}, k} x_j)^+ \) implies that \( x_j = 1 \) for some \( j \in [t + 1, b_t] \). Then, again by inventory minimality, \( \rho_{tb_t} = \cdots = \rho_{tn} = 0 \) and \( i_t = 0 \) as \( d_{(t+1)\ell_t} - u_t = 0 \).

After eliminating the order variables \( y_t \) by substituting \( d_t + i_t - i_{t-1} \), the inventory costs become \( h'_t = p_t + h_t - p_{t+1} \) and the objective contains the constant term \( K = \sum_{t \in [1, n]} p_t d_t \).
Let the linear program with a special case of inequalities (3) with formulation of LSBI with Wagner-Whitin nonspeculative costs.

Since each \( \rho_{tk} \) appears only once in constraints (21), the extreme points of

\[
Q_{WW} = \{(x, i, z, \rho) : (x, i, z, \rho) \text{ satisfies (21) – (27)}\},
\]

are the inventory-minimal solutions of LSBI.

**Corollary 10.** The linear program \( \min \{fx + hi + gz + K : (x, i, z, \rho) \in Q_{WW}\} \) is an extended formulation of LSBI with Wagner-Whitin nonspeculative costs.

Pochet and Wolsey (1994) show that the constraint matrix for (22)–(23) and (25)–(27) is totally unimodular. Since each \( z_t \) appears once in (24), the following statement holds.

**Proposition 9.** Let \( w = (\rho, x, z) \) and let \( Aw \geq b \) represent the constraints (22)–(27). The constraint matrix \( A \) is totally unimodular.

Since the right-hand-side of the constraints (22)–(27) is integral and each inventory variable \( i_t \) appears only once in constraints (21), the extreme points of

\[
Q_{WW} = \{(x, i, z, \rho) : (x, i, z, \rho) \text{ satisfies (21) – (27)}\},
\]

are the inventory-minimal solutions of LSBI.

Projecting out the auxiliary variables \( \rho \) in \( Q_{WW} \) and reintroducing order variables \( y \), we obtain a linear programming formulation of the problem with the original variables.

**Theorem 11.** LSBI with Wagner-Whitin nonspeculative costs can be formulated as the following linear program

\[
\min \{py + fx + hi + gz : (y, x, i, z) \text{ satisfies (29) – (35)}\},
\]

where

\[
\begin{align*}
\sum_{j \in [t, k]} (y_j - d_{jk}x_j) & \leq i_k & 1 \leq t \leq k \leq n, \\
\sum_{j \in [t, t-1]} x_j & \geq 1 & t \in [1, n], \\
\sum_{j \in [t, b_{t-1}]} x_j & \geq 1 & t \in [1, n], \\
i_{t-1} + \sum_{j \in [t, b_{t-1}]} x_j & = i_t & t \in [1, n], \\
0 & \leq y_t & t \in [1, n], \\
0 & \leq x_t & t \in [1, n], \\
0 & \leq z_t & t \in [0, n].
\end{align*}
\]

Note that inequality (29) is a special case of \((\ell, S)\) inequalities with \( S = [k, \ell] \), inequality (30) is a special case of inequalities (3) with \( S = [k, \ell_k] \) and inequality (31) is a special case of inequalities (8) with \( S = [k, b_{k-1}] \).
5. Computational Results

In order to test the effectiveness of the inequalities described in Sections 3 and 4 in solving LSBI, we implement a branch-and-cut algorithm that incorporates these inequalities and perform computational experiments. All computations are done on a 2 GHz Pentium 4/Linux workstation with 1 GB main memory.

The data used in the experiments has the following properties: Demands are generated from integer uniform distribution between 0 and 30. Inventory upper bounds are generated from integer uniform distribution between 30 and $30(c + 1)$, where $c \geq 0$ is a parameter to determine tightness of capacity. Order costs are generated from integer uniform distribution between 4 and 24 and holding cost is equal to 1 for every period. Let $f$ be the ratio of order fixed cost to variable inventory cost and $g$ be the ratio of order fixed cost to inventory fixed cost. In order to observe the effect of varying capacity and cost parameters on the computations, we let $c \in \{2, 5, 10, 20\}$, $f \in \{1000, 2000, 5000\}$ and $g \in \{2, 5, 10\}$ and generate five random instances for each combination.

The first set of experiments is on solving LSBI with linear inventory costs. The problem instances are solved with the MIP solver of CPLEX\(^1\) Version 8.1 Beta using first only the uncapacitated inequalities (1) (Unc) and then using inequalities (1), (3), and (5) (Cap) as cutting planes in the branch-and-cut tree. Given a fractional point, we find violated inequalities (1), (3), and (5) using the separation algorithms discussed in Section 3.4. CPLEX cuts are disabled in these experiments in order to isolate the impact due to the inequalities discussed in this paper. However, in order to see how CPLEX cuts would perform we also solve the same instances with the default settings of CPLEX (Def) without adding any user cuts.

A summary of these experiments for instances with 120 and 180 time periods is reported in Tables 1 and 2. In the second column of the tables we report the average integrality gap, which is $100 \times (zub - zinit)/zub$, where $zinit$ is the objective value of the initial LP relaxation and $zub$ is the objective value of the best integer solution. In the third column we compare the average percentage improvement of the integrality gap at the root node ($\%$ gapimp), which is $100 \times (zroot - zinit)/(zub - zinit)$, where $zroot$ is the objective value of the LP at the root node after the cuts are added. Columns cuts and nodes compare the average number of cuts added, and the average number of branch-and-cut nodes explored, respectively. In the last column we report the average CPU time elapsed (in seconds) if the problem is solved within one hour time limit. Otherwise, we also report, in parenthesis, the average percentage gap between the best lower bound and the best integer solution found in the search tree (endgap) and the number of instances that have positive end gap (unsolv). Except for percentage gaps, the entries in the tables are rounded to a nearest integer.

In Tables 1 and 2 we observe that the initial integrality gap increases with the length of the planning horizon and the ratio of order fixed cost to linear inventory cost $f$. The capacitated cuts close almost all of the integrality gap for most instances and reduce the computational effort dramatically. Indeed, many instances are solved without the need for branching and the rest require only a few branches to prove optimality. While many of the instances cannot be solved to optimality in an hour of CPU time with default CPLEX and with uncapacitated lot-sizing inequalities (1), when the capacitated cuts (3) and (5) are added, all of them are solved within a few seconds. Note that uncapacitated cuts (3) and (5) result in small gap improvement at the root node and have high endgap on average. As expected, the root gap improvement with uncapacitated inequalities increases with maximum capacity ratio $c$.

\(^1\)CPLEX is a trademark of ILOG, Inc.
Table 1. LSBI with linear inventory bounds and fixed costs, $n = 120.$

<table>
<thead>
<tr>
<th>$f$</th>
<th>$c$</th>
<th>% gap</th>
<th>cuts</th>
<th>nodes</th>
<th>time (endgap:unslv)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Def</td>
<td>Unc</td>
<td>Cap</td>
<td>Def</td>
</tr>
<tr>
<td>1000</td>
<td>2</td>
<td>17.8</td>
<td>73.5</td>
<td>21.1</td>
<td>195</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>17.1</td>
<td>77.7</td>
<td>34.5</td>
<td>131</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>17.5</td>
<td>81.1</td>
<td>51.2</td>
<td>97</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>17.8</td>
<td>83.5</td>
<td>67.4</td>
<td>72</td>
</tr>
<tr>
<td>2000</td>
<td>2</td>
<td>19.6</td>
<td>60.7</td>
<td>14.3</td>
<td>198</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>18.6</td>
<td>54.2</td>
<td>21.7</td>
<td>150</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>18.7</td>
<td>67.0</td>
<td>36.2</td>
<td>108</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>17.2</td>
<td>80.7</td>
<td>53.8</td>
<td>80</td>
</tr>
<tr>
<td>5000</td>
<td>2</td>
<td>22.5</td>
<td>44.9</td>
<td>6.2</td>
<td>192</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>21.0</td>
<td>60.3</td>
<td>10.7</td>
<td>194</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>18.2</td>
<td>68.7</td>
<td>29.9</td>
<td>131</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>17.8</td>
<td>80.7</td>
<td>53.8</td>
<td>80</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>18.9</td>
<td>67.1</td>
<td>28.5</td>
<td>166</td>
</tr>
</tbody>
</table>

Table 2. LSBI with linear inventory costs, $n = 180.$

<table>
<thead>
<tr>
<th>$f$</th>
<th>$c$</th>
<th>% gap</th>
<th>cuts</th>
<th>nodes</th>
<th>time (endgap:unslv)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Def</td>
<td>Unc</td>
<td>Cap</td>
<td>Def</td>
</tr>
<tr>
<td>1000</td>
<td>2</td>
<td>17.5</td>
<td>73.9</td>
<td>17.6</td>
<td>271</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>17.1</td>
<td>78.7</td>
<td>30.3</td>
<td>201</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>17.4</td>
<td>82.5</td>
<td>47.5</td>
<td>182</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>18.5</td>
<td>77.7</td>
<td>67.6</td>
<td>128</td>
</tr>
<tr>
<td>2000</td>
<td>2</td>
<td>19.1</td>
<td>55.1</td>
<td>10.0</td>
<td>230</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>20.3</td>
<td>68.7</td>
<td>19.9</td>
<td>231</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>18.8</td>
<td>64.8</td>
<td>32.1</td>
<td>265</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>19.0</td>
<td>70.0</td>
<td>51.0</td>
<td>268</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>19.1</td>
<td>65.1</td>
<td>27.6</td>
<td>166</td>
</tr>
</tbody>
</table>

The second set of computational experiments is on solving LSBI with linear and fixed inventory costs. In these experiments we test the marginal impact of the inequalities with fixed-charge variables (8), (9), and (19) over inequalities that do not make use of the fixed-charge variables (1), (3), and (5) as well as the marginal impact of inequalities that exploit the inventory bounds and fixed charges (9) and (19) over inequalities that only use inventory fixed charges (8). Violated inequalities (8), (9), and (19) are found as described in Section 4.3. A summary of these experiments for instances with 120 and 180 time periods is reported in Tables 3 and 4. The columns labelled as Def are for default CPLEX, Unc are for runs with uncapacitated inequalities (8), Lin are for runs with inequalities (1), (3), and (5), and finally (Cap) are for runs with inequalities (8), (9), and (19). For these instances we let the order fixed cost to inventory fixed cost ratio $g$ equal to 10. The initial integrality gap of the LP relaxation of LSBI with inventory fixed costs is larger than for the case with linear inventory costs only. We observe that a significant effort is spent in strengthening the LP relaxations with the cutting planes; the numbers of cuts added are in the thousands.
A comparison of column Unc and Lin with Cap show that inequalities that ignore either the capacities or the inventory fixed-charge variables are not sufficient to solve the problem efficiently. We see that the addition of inequalities (9) and (19) close almost all of the integrality gap consistently for varying order fixed cost inventory ratios and capacities. Consequently, all of the instances that could not be solved within an hour of CPU time without inequalities (9) and (19), are solved in a few minutes when they are added. These experiments clearly demonstrate the positive impact of inequalities (9) and (19) over uncapacitated inequalities (8) that use fixed charge variables as well as inequalities (8), (9), and (19) over inequalities (1), (3), and (5) that do not incorporate fixed charge variables.

Table 5 summarizes the effect of changing the order fixed cost to inventory fixed cost ratio $g$. We observe that the smaller is the ratio, the bigger is the initial integrality gap. However, although the initial gap is higher, CPLEX cuts (especially flow cover cuts) lead to a better gap improvement at the root node for the instances with small $g$. It is remarkable that even with 97-98% gap improvement at the root node, thousands of branch-and-cut nodes are needed to obtain provably optimal solutions. Yet, for the case $g = 2$ and $c = 10$, default CPLEX finishes computations more quickly even when many nodes are explored. We also note that, the performance of our branch-and-cut algorithm is not affected significantly by the tightness of the inventory upper bounds, whereas the performance of the alternative branch-and-cut algorithms degrade with lower $c$.

Our experiments with problems that satisfy Wagner-Whitin nonspeculative cost structure show that the compact linear program in Theorem 11 is solved faster than the cutting plane algorithm that starts with the standard formulation (LSBI). Finally, we compare the performance of a branch-and-bound algorithm that solves the strengthened formulation given by (29)–(35) (Compact) with the performance of the branch-and-cut algorithm (Cap) that uses inequalities (8), (9), and (19) on instances that does not satisfy Wagner-Whitin nonspeculative cost structure. For this experiment, $n = 180$, $g = 10$ and order variable costs drawn from discrete uniform distribution between 4 and 104. We increase the variance in the order variable costs so that they are not approximately nonspeculative. Recall that the strengthened formulation contains a subset of the inequalities generated by the branch-and-cut algorithm. In Table 6 we report the initial integrality gap of the test problems ($\text{gap}$), the number of branch-and-cut nodes explored and the time to solve the problems. For the branch-and-cut algorithm, under columns $\text{rgap}$ and $\text{cuts}$, we report the gap at the root node when all violated inequalities (8), (9), and (19) are added and the number of cuts added, respectively. We observe that the initial integrality gap at the root node for the compact formulation is much lower than that of the standard formulation. However, with the addition of violated inequalities (8), (9), and (19) to the standard formulation, the root integrality gap is almost closed. Consequently, the number of nodes explored is smaller for the branch-and-cut algorithm. We observe that the tighter the inventory upper bounds, the larger is the integrality gap and the longer is the solution time for the compact formulation. Also as the ratio of order fixed cost to variable inventory cost ($f$) increases, the initial integrality gap of the standard formulation as well as the number of explored nodes and the elapsed time increase for the branch-and-cut algorithm. The branch-and-cut algorithm is faster than the branch-and-bound algorithm for the compact formulation for smaller $f$. 


**Table 3.** LSBI with fixed and linear inventory costs, $n = 120$ and $g = 10.$

<table>
<thead>
<tr>
<th>$f$</th>
<th>$c$</th>
<th>gap</th>
<th>$%$ gap</th>
<th>imp</th>
<th>cuts</th>
<th>nodes</th>
<th>time (endgap:unsolv)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Def</td>
<td>Unc</td>
<td>Lin</td>
<td>Cap</td>
<td>Def</td>
</tr>
<tr>
<td>1000</td>
<td>2</td>
<td>24.5</td>
<td>82.8</td>
<td>49.6</td>
<td>67.4</td>
<td>99.5</td>
<td>373</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>26.0</td>
<td>88.8</td>
<td>64.0</td>
<td>65.0</td>
<td>99.8</td>
<td>325</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>28.1</td>
<td>88.1</td>
<td>76.6</td>
<td>64.1</td>
<td>99.9</td>
<td>288</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>30.6</td>
<td>90.1</td>
<td>87.2</td>
<td>62.6</td>
<td>99.9</td>
<td>265</td>
</tr>
<tr>
<td>2000</td>
<td>2</td>
<td>27.6</td>
<td>65.2</td>
<td>44.1</td>
<td>65.6</td>
<td>100.0</td>
<td>391</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>28.9</td>
<td>81.5</td>
<td>62.0</td>
<td>61.7</td>
<td>99.6</td>
<td>345</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>31.0</td>
<td>82.6</td>
<td>72.9</td>
<td>60.9</td>
<td>100.0</td>
<td>322</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>33.1</td>
<td>85.8</td>
<td>85.8</td>
<td>60.7</td>
<td>99.9</td>
<td>305</td>
</tr>
<tr>
<td>5000</td>
<td>2</td>
<td>30.8</td>
<td>65.4</td>
<td>42.9</td>
<td>64.0</td>
<td>100.0</td>
<td>433</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>31.4</td>
<td>63.9</td>
<td>57.2</td>
<td>59.3</td>
<td>99.9</td>
<td>356</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>34.0</td>
<td>72.3</td>
<td>65.5</td>
<td>57.0</td>
<td>100.0</td>
<td>417</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>35.1</td>
<td>78.1</td>
<td>80.1</td>
<td>56.4</td>
<td>100.0</td>
<td>525</td>
</tr>
<tr>
<td>Average</td>
<td>30.1</td>
<td>30.1</td>
<td>57.4</td>
<td>65.7</td>
<td>62.1</td>
<td>99.9</td>
<td>362</td>
</tr>
</tbody>
</table>

\[ \text{LOT SIZING WITH INVENTORY BOUNDS AND FIXED COSTS} \]
Table 4. LSBI with fixed and linear inventory costs, \( n = 180 \) and \( g = 10 \).

<table>
<thead>
<tr>
<th>( f )</th>
<th>( c )</th>
<th>gap</th>
<th>% gapimp</th>
<th>cuts</th>
<th>nodes</th>
<th>time(endgap:unslv)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f )</td>
<td>( c )</td>
<td>Def</td>
<td>Unc</td>
<td>Lin</td>
<td>Cap</td>
<td>Def</td>
</tr>
<tr>
<td>1000</td>
<td>2</td>
<td>2 47</td>
<td>84.5</td>
<td>45.6</td>
<td>70.8</td>
<td>99.4</td>
</tr>
<tr>
<td>2</td>
<td>26.1</td>
<td>88.9</td>
<td>56.8</td>
<td>66.2</td>
<td>99.9</td>
<td>498</td>
</tr>
<tr>
<td>5</td>
<td>28.7</td>
<td>90.1</td>
<td>69.4</td>
<td>64.3</td>
<td>99.6</td>
<td>467</td>
</tr>
<tr>
<td>10</td>
<td>31.4</td>
<td>86.0</td>
<td>84.4</td>
<td>63.6</td>
<td>99.9</td>
<td>413</td>
</tr>
<tr>
<td>20</td>
<td>27.7</td>
<td>67.8</td>
<td>41.0</td>
<td>68.3</td>
<td>99.7</td>
<td>518</td>
</tr>
<tr>
<td>2000</td>
<td>5</td>
<td>31.9</td>
<td>75.4</td>
<td>67.8</td>
<td>61.4</td>
<td>99.9</td>
</tr>
<tr>
<td>20</td>
<td>34.8</td>
<td>74.3</td>
<td>76.6</td>
<td>60.1</td>
<td>99.9</td>
<td>375</td>
</tr>
<tr>
<td>5000</td>
<td>2</td>
<td>31.8</td>
<td>64.6</td>
<td>41.3</td>
<td>66.7</td>
<td>99.9</td>
</tr>
<tr>
<td>5</td>
<td>31.8</td>
<td>71.1</td>
<td>54.2</td>
<td>61.5</td>
<td>100.0</td>
<td>498</td>
</tr>
<tr>
<td>10</td>
<td>34.5</td>
<td>71.5</td>
<td>61.9</td>
<td>57.9</td>
<td>100.0</td>
<td>386</td>
</tr>
<tr>
<td>20</td>
<td>36.9</td>
<td>71.2</td>
<td>72.3</td>
<td>56.7</td>
<td>100.0</td>
<td>379</td>
</tr>
<tr>
<td>Average</td>
<td>30.7</td>
<td>76.8</td>
<td>60.5</td>
<td>63.5</td>
<td>99.9</td>
<td>465</td>
</tr>
</tbody>
</table>

Average: 30.7 76.8 60.5 63.5 99.9 465 3151 908 5882 392115 17101 387443 3
In summary, these computational experiments show that

1. inequalities that do not take into account inventory capacities result in a poor performance of the branch-and-cut algorithm;
2. similarly, inequalities that do not take into account inventory fixed-charge variables also result in a poor performance of the algorithm;
3. however, inequalities that exploit inventory bounds as well as fixed costs are very effective in strengthening the LP relaxations of the lot-sizing problem with inventory bounds and fixed costs consistently for a wide range of cost and capacity parameters;
4. consequently, they are very useful in solving the problem efficiently.

6. Concluding remarks

In this paper, we study the facial structure of the polyhedron of lot-sizing with inventory upper bounds and fixed costs (LSBI). We first define facet-defining inequalities for the special case with linear inventory costs and then extend them to incorporate inventory fixed-charge variables. We give polynomial time separation algorithms and a linear programming formulation of LSBI under the Wagner-Whitin nonspeculative cost structure. The computational experiments suggest that the inequalities are very effective in solving the lot-sizing problem with inventory upper bounds and fixed costs.

The inequalities described here and extensions of them may be effective in solving more complicated production/order and inventory planning problems that contain inventory upper bounds and fixed costs as a substructure. Other classes of strong inequalities for LSBI are described in Küçükyavuz (2004). Currently we are exploring how the results for LSBI can be used for solving general capacitated fixed-charge network flow problems.
Table 6. LSBI with fixed and linear inventory costs, compact formulation.

<table>
<thead>
<tr>
<th>f</th>
<th>c</th>
<th>Compact gap nodes time</th>
<th>Gap rgap cuts nodes time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>2</td>
<td>2.0 12199 765</td>
<td>19.3 0.1 7112 9 66</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.7 4649 401</td>
<td>20.0 0.1 3806 1 40</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>1.2 1126 127</td>
<td>20.5 0.4 10192 1 17</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>1.0 136 44</td>
<td>21.4 0.1 4315 1 16</td>
</tr>
<tr>
<td>2000</td>
<td>2</td>
<td>1.9 10637 791</td>
<td>22.9 0.3 10128 9 138</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.7 4417 396</td>
<td>24.2 0.1 4472 13 131</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>1.4 1297 156</td>
<td>25.3 0.1 8690 1 71</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>1.2 278 60</td>
<td>26.6 0.1 13479 2 61</td>
</tr>
<tr>
<td>5000</td>
<td>2</td>
<td>1.2 6368 641</td>
<td>26.0 0.2 4956 23 414</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.6 4201 417</td>
<td>28.5 0.3 5872 47 560</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>1.5 701 119</td>
<td>30.0 0.3 5169 17 296</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.9 129 51</td>
<td>31.4 0.3 20754 2 105</td>
</tr>
<tr>
<td>Average</td>
<td>1.4 3845 331</td>
<td>24.7 0.2 8245 10 159</td>
<td></td>
</tr>
</tbody>
</table>

7. Appendix: Strength of the inequalities

In this section we give conditions under which the proposed inequalities are facet-defining. We introduce the following notation, which will be used throughout this section: For $1 \leq k \leq \ell \leq n$ and nonempty $S \subseteq [k, \ell]$ let

- $s = \min\{t \in S\}$,
- $s' = \max\{t \in S\}$,
- $\hat{s} = \max\{t \in S : t \leq p\}$ (if $S \cap [k, p] = \emptyset$).

Also let $e_t$ and $r_t$ be the unit vectors corresponding to $x_t$ and $y_t$ for $t \in [1, n]$ respectively and $q_t$ be the unit vector corresponding to $z_t$ for $t \in [0, n]$, and $r_0$ and $v_n$ be the unit vectors for $i_0$ and $i_n$. Finally, let $\epsilon > 0$ be an infinitesimally small number.

Under assumptions (A1) and (A2), it is easy to check that the dimension of $P$ is $2n + 1$.

**Proposition 12.** Inequality (1) is facet-defining for $P$ if and only if

1. if $\ell < n$, then $S \neq \emptyset$,
2. $u_s > d_{(s+1)\ell}$, where $s = \min\{t \in S\}$,
3. $d_{It} > 0$ for some $t \in S$ and if $d_{It} = 0$ for $t \leq \ell$, then $t \in S$,
4. $u_{s-1} > d_{s(s-1)}$, where $s = \min\{t \in [s, \ell + 1] \setminus S\}$,
5. if $\ell < n$, then $u_{s'} \geq d_{(s'+1)\ell}$, where $s' = \max\{t \in S\}$.

**Proof.** (Necessity)

1. Since for $\ell < n$, $d_{\ell+1}(1 - x_{\ell+1}) \leq i_\ell$ and $x_{\ell+1} \leq 1$ dominate inequality (1) with $S = \emptyset$, we must have $S \neq \emptyset$.
2. Assume for contradiction that $u_s \leq d_{s+1}\ell$. Then adding the $(\ell, S \setminus \{s\})$ inequality, $
\sum_{t \in S \setminus \{s\}} y_t \leq \sum_{t \in S \setminus \{s\}} d_{It} x_t + i_t$, and the capacity inequality $y_s \leq (d_s + u_s) x_s$ gives an inequality at least as strong as (1) since $d_s + u_s \leq d_s \ell$. Therefore, from (A3), we must have $u_t > d_{(t+1)\ell}$ for all $t \in [s, \ell - 1]$.
3. If $d_{It} = 0$ for some $t \in [s, \ell] \setminus S$ then the $(\ell, S \cup \{t\})$ inequality dominates (1). If $d_{It} = 0$ for all $t \in S$, then inequality (1) is implied by the aggregated demand constraint $i_{s-1} + \sum_{t \in [s, \ell]} y_t = i_\ell$. 


4. If \( u_{s-1} < d_{\hat{s}(s-1)} \), then there exists a period \( j \in [s + 1, \hat{s} - 1] \) such that \( u_{s-1} < d_{sj} \). Then, the cut-set inequality

\[
\sum_{t \in [s, j]} x_t \geq 1
\]  

is valid. Now inequality (1)

\[
\sum_{t \in [s, j]} y_t \leq \sum_{t \in [s, j]} d_{tj} x_t + i_j,
\]

and the flow balance inequality

\[
i_j + \sum_{t \in S \setminus [j+1, \ell]} y_t \leq d_{(j+1)\ell} + i_\ell
\]

imply

\[
\sum_{t \in S} y_t \leq \sum_{t \in [s, j]} d_{tj} x_t + d_{(j+1)\ell} + i_\ell
\]

\[
\leq \sum_{t \in [s, j]} d_{tj} x_t + \sum_{t \in [s, j]} d_{(j+1)\ell} x_t + i_\ell \leq \sum_{t \in S} d_{t\ell} x_t + i_\ell,
\]

where the second to last inequality follows from inequality (36).

On the other hand if \( u_{s-1} = d_{\hat{s}(\hat{s}-1)} \), then summing inequality (3)

\[
i_{s-1} + \sum_{t \in S} y_t \leq u_{s-1} + \sum_{t \in S} \min\{d_{st} - u_{s-1}, d_{s\ell}\} x_t + i_\ell,
\]

inequality (1)

\[
\sum_{t \in [s, \hat{s}-1]} y_t \leq \sum_{t \in [s, \hat{s}-1]} d_{t(\hat{s}-1)} x_t + i_{\hat{s}-1}
\]

and the balance equality

\[
i_{\hat{s}-1} + d_{s(\hat{s}-1)} = i_{s-1} + \sum_{t \in [s, \hat{s}-1]} y_t
\]

we obtain

\[
\sum_{t \in S} y_t \leq \sum_{t \in S} d_{t\ell} x_t + i_\ell.
\]

5. Since the facet induced by (1) is different from \( x_{\ell+1} = 1 \), it contains a point \((x, y, i)\) such that \( x_{\ell+1} = 0 \) and, by feasibility, \( i_\ell \geq d_{t\ell+1} \). Since this point satisfies (1) at equality, \( y_j = d_{j(\ell+1)} \) for some \( j \in S \), which, by feasibility, implies that \( u_{s'} \geq d_{(s'+1)(\ell+1)} \).

(Sufficiency) In order to prove sufficiency we exhibit \( 2n + 1 \) affinely independent points on the face defined by (1). For simplicity, we represent the points in the variable space \((i_0, (y, x), i_n)\).

(The values of the variables \( i_t \) for \( t \in [1, n-1] \) can be obtained via the flow balance equalities.) Let \( e_t \) and \( r_t \) be the unit vectors corresponding to \( x_t \) and \( y_t \) for \( t \in [1, n] \) respectively and \( r_0 \) and \( v_n \) be the unit vectors for \( i_0 \) and \( i_n \). If \( \hat{s} \leq \ell \), then consider the point

\[
w_0 = \sum_{t \in [1, \hat{s}-2]} (d_tr_t + e_t) + d_{(s-1)(\hat{s}-1)} r_{s-1} + e_{s-1} + d_{\hat{s}\ell} r_\hat{s} + e_{\hat{s}} + \sum_{t \in [\ell+1, n]} (d_tr_t + e_t),
\]

otherwise, consider the point

\[
w_0 = \sum_{t \in [1, \hat{s}-2]} (d_tr_t + e_t) + d_{(s-1)(\hat{s}-1)} r_{s-1} + e_{s-1} + \sum_{t \in [\ell+1, n]} (d_tr_t + e_t)
\]

on the face defined by (1). First, we exhibit \( 2|S| \) affinely independent points. For each \( j \in S \) consider the points

\[
w_j = \left\{ \begin{array}{ll}
w_0 - d_{j(\hat{s}-1)} r_{s-1} - d_{\hat{s}\ell} r_\hat{s} - e_\hat{s}, & \text{if } j \leq \hat{s} \leq \ell, \\
w_0 - d_{j\ell} r_\ell - e_\ell, & \text{if } j \leq \hat{s} = \ell + 1,
\end{array} \right.
\]

otherwise,
\( \bar{w}_j = w_j + \epsilon r_j + \epsilon v_n. \)

Next, consider the following \( 2(\ell - s + 1 - |S|) \) points. For \( j = s \leq \ell \) let
\( w_j = w_0 + e_z \) and \( \bar{w}_j = w_0 - \epsilon r_z + \epsilon v_0. \)

For each \( j \in [s + 1, \ell] \setminus S \) consider the two points
\( w_j = w_0 + e_j \) and \( \bar{w}_j = w_j + d_j r_j - d_j r_s. \)

Finally, for each \( j \in [1, s - 1] \cup [\ell + 1, n] \) let
\[
\begin{align*}
  w_j &= \begin{cases} 
    w_{j'} - e_j - d_j r_j + d_j r_{j'} &: \text{if } j = \ell + 1, \\
    w_j - e_j - d_j r_j + d_j r_{j-1} &: \text{otherwise},
  \end{cases} \quad \text{and} \\
  \bar{w}_j &= \begin{cases} 
    w_0 + \epsilon r_j + \epsilon v_n &: \text{if } j \geq \ell + 1, \\
    w_0 + \epsilon r_j - \epsilon r_z &: \text{if } j \leq s - 1 \text{ and } \hat{s} \leq \ell, \\
    w_0 - \epsilon r_j + \epsilon v_0 &: \text{if } j = s - 1 \text{ and } \hat{s} = \ell + 1, \\
    w_0 + \epsilon r_j - \epsilon r_{s-1} &: \text{if } j \leq s - 2 \text{ and } \hat{s} = \ell + 1.
  \end{cases}
\end{align*}
\]

These points are affinely independent feasible points satisfying (1) at equality (Küçükyavuz, 2004).

\begin{proposition}
If \( u_s \geq d_{(s+1)\ell} \), then inequality (3) is facet-defining for \( \mathcal{P} \) if and only if
\begin{enumerate}
  \item \( u_{k-1} < d_{k\ell} \),
  \item \( u_{\hat{s}} > d_{(\hat{s}+1)\ell} \), where \( \hat{s} = \max\{t \in S : t \leq p\} \) (\( \hat{s} = k - 1 \) if \( S \cap [k, p] = \emptyset \)),
  \item if \( u_{s-1} < d_{sp} \), then either \( S = [s, \ell] = [s, p] \) or \( \hat{s} \in [s, p] \),
  \item if \( d_{k\ell} = 0 \) for some \( t \in [k, \ell] \), then \( t \in S \),
  \item if \( k > 1 \), then \( u_{k-2} \geq d_{(k-1)(s-1)} \),
  \item if \( u_{k-1} = d_{k(p-1)} \), then \( s < p \); else \( s \leq p \),
  \item if \( \ell < n \), then \( u_{s'} \geq d_{(s'+1)\ell+1} \),
  \item if \( u_{k-1} = d_k + u_{k_{\ell}} \), then \( k \in S \).
\end{enumerate}
\end{proposition}

\begin{proof}
Note that, by assumption (A3), \( u_s \geq d_{(s+1)\ell} \) if and only if \( d_{k\ell} + u_t \geq d_{k\ell} \) for all \( t \in S \).

Then inequality (3) simplifies as
\[
(37) \quad i_{k-1} + \sum_{t \in S} y_t \leq d_{k\ell} - \sum_{t \in S} \min\{d_{k\ell} - u_{k-1}, d_{k\ell}\} x_t + i_{\ell}.
\]

If \( u_s < d_{(s+1)\ell} \), then (3) is stronger than (37).

\textit{(Necessity)}
\begin{enumerate}
  \item If \( u_{k-1} = d_{k\ell} \), then inequality (3) is implied by the aggregated flow balance equality
\[
  i_{k-1} + \sum_{j \in [k, \ell]} y_j = d_{k\ell} + i_{\ell}.
\]
  \item If \( u_{\hat{s}} \leq d_{(\hat{s}+1)\ell} \), then inequality (3) is dominated by (5)
\[
  i_{k-1} + \sum_{j \in S : j \leq p} y_j \leq u_{k-1} + \sum_{j \in S : j \leq p} (d_{k\ell} - u_{k-1} + u_{\hat{s}}) x_j
\]
  and inequality (1)
\[
  \sum_{j \in S : j > p} y_j \leq \sum_{j \in S : j > p} d_{j\ell} x_j + i_{\ell}.
\]
\end{enumerate}

So we must have \( u_{\hat{s}} > d_{(\hat{s}+1)\ell} \). Note that, from (A3), this condition implies that \( u_t > d_{(t+1)\ell} \) for all \( t \in [\hat{s}, \ell] \).

\textit{Suppose that the condition is not true. Either \( S = [s, p] \) and \( k < s \leq p < \ell \) or \( [s, p] \subset S \).}

Since \( u_{s-1} < d_{sp} \), it follows that
\[
\sum_{t \in [s, p]} x_t \geq 1.
\]
Multiplying both sides of this inequality with $d_{k\ell} - u_{k-1}$ and adding $d_{k\ell} + i_\ell = i_{k-1} + \sum_{t \in [k,\ell]} y_t$, we obtain

$$\sum_{t \in [k,\ell]} y_t \leq \sum_{t \in [s,p]} (d_{k\ell} - u_{k-1})x_t + (u_{k-1} - i_{k-1}) + i_\ell,$$

which is stronger than (3) in either case.

4. Note that $d_{k\ell} > 0$ for all $t \in [k,p]$ since we must have $0 < u_{k-1} < d_{kp}$. If $d_{k\ell} = 0$ for some $t \notin [p + 1,\ell]$ and $t \notin S$, then inequality (3) where $S$ augmented with $t$ is stronger.

5. Since the facet defined by (3) is different from $x_{k-1} = 1$, there is a point $(x,y,i)$ on the face with $x_{k-1} = 0$. Since (3) is satisfied at equality we have $i_{k-1} \geq d_{k(s-1)}$. As $y_{k-1} = 0$, this implies that $u_{k-2} \geq i_{k-2} \geq d_{(k-1)(s-1)}$.

6. If $s > p$, then inequality (3) is obtained by adding $i_{k-1} \leq u_{k-1}$ and the $(\ell,S)$ inequality. So we must have $s \leq p$. However, if $u_{k-1} = d_{k(p-1)}$, then $d_{k\ell} - u_{k-1} = d_{pl}$ and by the same argument, we need $s < p$. Note that this condition implies that $S \neq \emptyset$.

7. Follows from the same argument for item 5 of Proposition 12.

8. Suppose $u_{k-1} = d_k + u_k$ and $k \notin S$. Then inequality

$$i_k + \sum_{t \in S} y_t \leq u_k + \sum_{t \in S} \min\{d_{(k+1)\ell} - u_k, d_{k\ell}\}x_t + i_\ell,$$

is stronger than (3). This can be seen by subtracting flow balance equality

$$i_{k-1} + y_k = d_k + i_k$$

from (3).

(Sufficiency) We define $2n + 1$ affinely independent points on the face defined by (3). For simplicity, we represent the points in the variable space $(i_0, (y,x), i_n)$. (The values of the variables $i_t$ for $t \in [1,n-1]$ can be obtained via the flow balance equalities.) For consistency of notation, let $d_0$ be zero and $e_0$ be the zero vector. Consider the point $w_0 = \sum_{t \in [1,k-2]} (d_tr_t + e_t) + \sum_{t \in [k+1,n]} (d_{k\ell} r_{\ell} + e_{\ell}) + (d_{k-1} + u_{k-1})r_{k-1} + e_{k-1}$. Note that $w_0$ is not feasible since $u_{k-1} < d_{k\ell}$. We perturb $w_0$ in order to define feasible points.

First, consider the following $2|S|$ points. For each $j \in S$ if $j \leq p$, then let

$$w_j = w_0 + e_j + (d_{k\ell} - u_{k-1})r_j,$$

otherwise let

$$w_j = \begin{cases} w_0 + e_j + d_{k\ell}r_j + (d_{k(j-1)} - u_{k-1})r_s + e_s, & \text{if } s \leq p, \\ w_0 + e_j + d_{k\ell}r_j + (d_{k(s-1)} - u_{k-1})r_{s-1} + e_{s-1} + d_{(k-1)s}r_s + e_s, & \text{if } s > k, k > s \geq p, \\ w_0 + e_j + d_{k\ell}r_j + (d_{k(s-1)} - u_{k-1})r_{s-1} + d_{(k-1)s}r_s + e_s, & \text{if } s = k, k > s \geq p. \end{cases}$$

Also for $j \in S$ let

$$\tilde{w}_j = \begin{cases} w_j + e_r j + e_r, & \text{if } j \geq \tilde{s}, \\ w_j + e_r j - e_r k-1, & \text{otherwise.} \end{cases}$$

For $j = k-1$ and $k > 1$ let

$$w_j = w_0 - e_{k-1} - (d_{k-1} + u_{k-1})r_{k-1} + d_{(k-1)(s-1)}r_{k-2} + d_{s\ell}r_s + e_s$$

and

$$\tilde{w}_j = w_s - e_r k-1 + e_r.$$ 

For $j \in [k,\ell] \setminus S$ consider

$$w_j = w_s + e_j$$ and
Let $\tilde{w}_j = \begin{cases} w_0 + (d_{k\ell} - u_{k-1})r_j + e_j, & \text{if } j \in [\hat{s}, p] \text{ or } j = s - 1, \hat{s} > p, \\ \tilde{w}_j + er_j + e_j - er_{\hat{s}}, & \text{if } j \in [p + 1, \ell] \setminus \{\hat{s}\}, \\ \tilde{w}_j + er_j + e_j - er_s, & \text{if } j \in [k, \hat{s} - 1] \text{ and } \hat{s} \leq p, \\ w_{j-1} + er_j + e_j - er_{s-1}, & \text{if } j \in [k, s - 2] \text{ and } \hat{s} \geq p, \\ w_0 + (d_{k(\hat{s}-1)} - u_{k-1})r_{s-1} + e_s + d_{\hat{s}t}r_{\hat{s}} + e_{\hat{s}}, & \text{if } j = \hat{s} > p \text{ and } s > k, \\ w_0 + (d_{k(\hat{s}-1)} - u_{k-1})r_{s-1} + d_{\hat{s}t}r_{\hat{s}} + e_{\hat{s}}, & \text{if } j = \hat{s} > p \text{ and } s = k. \end{cases}$

For $j \in [f + 1, n]$ and $\ell < n$ consider

$w_j = \begin{cases} w_{s'} - e_j - d_jr_j + d_jr_{s'}, & \text{if } j = \ell + 1, \\ w_{s'} - e_j - d_jr_j + d_jr_{j-1}, & \text{if } j \in [\ell + 2, n], \end{cases}$ and $\tilde{w}_j = w_{s'} + er_j + ev_n.$

Finally let

$\tilde{w}_0 = \begin{cases} w_s + er_0 - er_{k-1}, & \text{if } k > 1, \\ w_s - er_{k-1} + er_s, & \text{if } k = 1. \end{cases}$

The $2n + 1$ points given above are affinely independent points on the face (3) (Küçükyavuz, 2004).

**Proposition 14.** Let $S \subseteq [k, \ell]$ for $1 \leq k \leq \ell \leq n$. If $u_s \geq d_{(s+1)\ell} + u_{\ell}$, then inequality (5) is facet-defining for $P$ if and only if

1. $u_{k-1} < d_{k\ell} + u_{\ell}$,
2. $S \subseteq [k, q]$,
3. if $u_s - 1 < d_{sq}$, then $S \neq [s, q]$,
4. if $k > 1$, then $u_{k-2} \geq d_{(k-1)(s-1)}$ if $S \neq \emptyset$ and $u_{k-2} \geq d_{k-1} + u_{k-1}$ if $S = \emptyset$,
5. if $u_{k-1} = d_k + u_k$, then $k \in S$.

**Proof.** Note that, by assumption (A3), $u_s \geq d_{(s+1)\ell} + u_{\ell}$ if and only if $d_{k\ell} + u_{\ell} = d_{k\ell} + u_{\ell}$ for all $t \in S$. Then inequality (3) simplifies as

$$i_{k-1} + \sum_{t \in S} y_t \leq u_{k-1} + \sum_{t \in S} (d_{k\ell} - u_{k-1} + u_{\ell})x_t.$$ 

If $u_s < d_{(s+1)\ell} + u_{\ell}$, then (5) is stronger than (38).

**(Necessity)**

1. From assumption (A3), $u_{k-1} \leq d_{k\ell} + u_{\ell}$. If $u_{k-1} = d_{k\ell} + u_{\ell}$, then inequality (5) is implied by the aggregated flow balance equality

$$i_{k-1} + \sum_{t \in [k, \ell]} y_t = d_{k\ell} + u_{\ell} \leq d_{k\ell} + u_{\ell}.$$

2. The statement holds trivially if $q = \ell$. Otherwise, from the definition of $q$, we have $d_{k\ell} - u_{k-1} + u_{\ell} \geq d_{(q+1)\ell} + u_{\ell} \geq d_{q} + u_{\ell}$ for all $t \in [q + 1, \ell]$. Then if $t \in S \cap [q + 1, \ell]$, the inequality is dominated by the one with $S' = S \setminus \{q\}$ and $y_t \leq (d_t + u_t)x_t$.

3. Suppose $u_{s-1} < d_{sq}$ and $S = [s, q]$. Then

$$\sum_{t \in [s, q]} x_t \geq 1$$

is valid. Multiplying both sides of this inequality with $d_{kq} - u_{k-1} + u_{q}$, and adding $i_q \leq u_q$ and $i_{k-1} + \sum_{t \in [k, q]} y_t = d_{kq} + i_q$ gives

$$i_{k-1} + \sum_{t \in [k, q]} y_t \leq u_{k-1} + \sum_{t \in [s, q]} (d_{kq} - u_{k-1} + u_{q})x_t.$$
However, from condition 2 and assumption (A3) we have $u_q = d_{(q+1)\ell} + u_{\ell}$. Thus (39) equals
\[ i_{k-1} + \sum_{t \in [k,q]} y_t \leq u_{k-1} + \sum_{t \in [s,q]} (d_{k\ell} - u_{k-1} + u_{\ell}) x_t. \]

4. If $S \neq \emptyset$, the proof is the same as for condition 5 of Proposition 13. If $S = \emptyset$ and $u_{k-2} < d_{k-1} + u_{k-1}$, then $i_{k-1} \leq u_{k-1}$ is dominated by the valid inequality
\[ (u_{k-1} + d_{k-1} - u_{k-2})(1 - x_{k-1}) + i_{k-1} \leq u_{k-1}. \]

5. If $u_{k-1} = d_k + u_k$ and $k \not\in S$, then adding inequality (5)
\[ i_k + \sum_{t \in S} y_t \leq u_k + \sum_{t \in S} (d_{(k+1)\ell} - u_k + u_{\ell}) x_t, \]
and the flow balance equality
\[ i_{k-1} + y_k = d_k + i_k, \]
we obtain a stronger inequality.

(Sufficiency) By assumption (A3), we have $u_q = d_{(q+1)\ell} + u_{\ell}$, and by condition 2 we have $S \subseteq [k,q]$ where $q \leq \ell$. Therefore, we assume below that $\ell = q$. We give $2n + 1$ affinely independent points on the face (5). For simplicity, we represent the points in the variable space $(v_0, (y, x), i_n)$. (The values of the variables $i_t$ for $t \in [1, n-1]$ can be obtained via the flow balance equalities.) Let $w_0 = \sum_{j \in [1,k-1]} (e_j + d_j r_j) + \sum_{j \in [s+1,n]} (e_j + d_j r_j) + e_{k-1} + (d_{k-1} + u_{k-1}) r_{k-1}$, where $\bar{d}_j$ is the remaining demand for period $j$ when $i_{\ell} = u_{\ell}$ and there is no production in $[\ell, j]$, i.e., $\bar{d}_j = d_j - (u_{\ell} - d_{(\ell+1)(j-1)})^+$. (Let $d_0$ be zero and $e_0$ be the zero vector for $k = 1$.) Note that $w_0$ is not feasible since $u_{k-1} < d_{k\ell} + u_{\ell}$. Similarly, let $d'_j$ be the remaining demand for period $j$ when $i_{k-1} = u_{k-1}$ and there is no production in $[k, j]$, i.e., $d'_j = d_j - (u_{k-1} - d_{(k-1)\ell})^+$. Let $\ell = k$ and $s = k - 1$ if $S = \emptyset$. Consider the following feasible point of $\mathcal{P}$
\[
\bar{w} = \begin{cases} 
0 + (d_{k\ell} - u_{k-1}) r_s + e_s + \sum_{j \in [s+1,n]} (d_j - \bar{d}_j) r_j & \text{if } S \neq \emptyset \text{ and } \hat{s} \leq \ell, \\
0 + (d_{k\ell} - u_{k-1}) r_s + e_s + \sum_{j \in [s+1,n]} (d_j - \bar{d}_j) r_j & \text{if } S \neq \emptyset, \ s > k, \ \hat{s} > \ell, \\
w_0 + \sum_{j \in [s+1,n]} (d'_j - \bar{d}_j) r_j & \text{if } S \neq \emptyset, \ s = k, \ \hat{s} > \ell, \\
w_0 + \sum_{j \in [s+1,n]} (d'_j - \bar{d}_j) r_j & \text{if } S = \emptyset.
\end{cases}
\]

For $j \in S$ consider
\[ w_j = w_0 + e_j + (d_{k\ell} + u_{\ell} - u_{k-1}) r_j \text{ and } \bar{w}_j = w_j + e_r - er_{k-1}. \]
For $j = k - 1$ and $k > 1$ if $S \neq \emptyset$, then consider
\[ w_j = w_0 - e_{k-1} - (d_{k-1} + u_{k-1}) r_{k-1} + d_{(k-1)(s-1)} r_{k-2} + (u_{\ell} + d_{s\ell}) r_s + e_s, \]
otherwise consider
\[ w_j = \bar{w}_j - e_{k-1} - (d_{k-1} + u_{k-1}) r_{k-1} + (d_{k-1} + u_{k-1}) r_{k-2}. \]
Also let
\[ w_{k-1} = \bar{w}_j - e_r + er_0. \]
For $j \in [k, \ell] \setminus S$ consider
\[
\begin{align*}
\bar{w}_j &= \begin{cases} 
\bar{w}_s + e_j & \text{if } S \neq \emptyset \\
w_0 + e_j + \sum_{t \in [s+1,n]} (d'_t - \bar{d}_t) & \text{if } S = \emptyset
\end{cases} \quad \text{if } j \notin [s+1, \ell], \\
w_0 - e_j + (d_{k\ell} + u_{\ell} - u_{k-1}) r_j & \text{if } j \in [s+1, \ell], \\
\bar{w}_s + e_r + e_j - er_{s}, & \text{if } j \in [k, \hat{s}] \text{ and } \hat{s} \leq \ell, \\
\bar{w} + e_r + e_j - er_{s-1}, & \text{if } j \in [k, s-2] \text{ and } s = \ell + 1, \\
\bar{w} + e_r + e_n, & \text{if } j \in [k, s-2] \text{ and } \hat{s} = \ell + 1.
\end{align*}
\]
For $j \in [1, k-2]$ and $k > 2$ let
\[ w_j = \bar{w} - e_j - d_j r_j + d_j r_j - 1 \text{ and } \bar{w}_j = \bar{w} + e_r - er_{k-1}. \]
For $j = \ell + 1$ let
\[
w_j = \begin{cases} 
w_s - e_j & \text{if } S \neq \emptyset \\
w_{\ell} - e_j & \text{otherwise,}
\end{cases}
\]
and
\[
\hat{w}_j = \hat{w} + e_j + \epsilon v_n.
\]
For $j \in [\ell + 2, n]$ let $w_j = \hat{w} - e_j - d_j r_j + d_j r_{j-1}$ and $\hat{w}_j = \hat{w} + e_j + \epsilon v_n$.

These 2$n+1$ points are affinely independent points satisfying inequality (5) at equality (Küçükyavuz, 2004).

Under assumptions (A1) and (A2), it is easy to verify that the dimension of $Q$ is $3n + 2$.

**Proposition 15.** Inequality (8) is facet-defining for $Q$ under the conditions of Proposition 12 if $u_{k-1} > d_{k\ell}$ and either $S = [k, b_k] = [k, \ell]$ or $[k, b_k] \setminus S \neq \emptyset$ where $b_k = \min \{t \in [k, \ell] : d_t > 0 \}$.

**Proof.** For simplicity, we represent the points in the variable space $(i_0, y, x, z, i_n)$. (The values of the variables $i_t$ for $t \in [1, n-1]$ can be obtained via the flow balance equalities.) Let $q_0$ be the unit vector corresponding to $z_1$ for $t \in [0, n]$. For the case that $k = 0$ we use $2n+1$ points described in Proposition 12 with $q_j = 1$ for all $j \in [0, n]$. For $j \in [0, s-2] \cup [\ell + 1, n]$ consider $\hat{w}_j = w_j + \sum_{t \in [0, n] \setminus \{j\}} q_t$. For $j \in [s-1, \ell]$ let $\hat{w}_j = w_j + \sum_{t \in [0, n] \setminus \{j\}} q_t$ if $j = n$. If $j < n$ then consider $\hat{w}_j = \hat{w}_{j+1} + \sum_{t \in [0, n] \setminus \{j\}} q_t$ if $\{j + 1\} \in S$, $\hat{w}_j = w_0 + \sum_{t \in [0, n] \setminus \{j\}} q_t$ if $j + 1 = \hat{s}$, and $\hat{w}_j = \hat{w}_{j+1} + \sum_{t \in [0, n] \setminus \{j\}} q_t$ if $\{j + 1\} \notin S$ and $j + 1 \neq \hat{s}$. These 3$n + 2$ points are affinely independent.

Now for $k > 0$ let $w_j$ for all $j \in [1, n]$ be as described in sufficiency proof of Proposition 12.

Let $\hat{w}_{k-1} = \sum_{t \in [1, k-2] \cup [\ell + 1, n]} (d_t r_t + e_t) + d_{(k-1)} r_{k-1} + e_{k-1} + \sum_{t \in [k-1, \ell-1]} q_t$, and
\[
\hat{w}_{k-1} = \hat{w}_{k-1} + e_{k-1} + e v_n + \sum_{t \in [\ell]} q_t.
\]
Also if $k > 1$ let $\hat{w}_{k-1} = \hat{w}_k - d_{k-1} r_{k-1} - e_{k-1} + d_{k-1} r_{k-2} + q_{k-2}$.

If $[k, b_k] \setminus S \neq \emptyset$, then let $\hat{s} \in [k, b_k] \setminus S$. For $j \in S$ consider the points
\[
\hat{w}_j = \begin{cases} 
\hat{w}_j & \text{if } j \leq b_k, \\
\hat{w}_j + e_j + \epsilon v_n + \sum_{t \in [\ell]} q_t & \text{otherwise},
\end{cases}
\]
and for $j \in [b_k + 1, \ell] \setminus S$ consider
\[
\hat{w}_j = \sum_{t \in [1, k-1] \cup [\ell + 1, n]} (d_t r_t + e_t) + d_{j} r_{j} + e_j + \sum_{t \in [j, \ell-1]} q_t,
\]
Also, for $j \in [k, \ell] \setminus S$ consider
\[
\hat{w}_j = \hat{w}_k - e_j, \quad \text{and}
\]
\[
\hat{w}_j = \begin{cases} 
\hat{w}_j + q_j & \text{if } j < n, \\
\hat{w}_j + q_j & \text{otherwise},
\end{cases}
\]
For $j \in [1, k-2] \cup [\ell + 1, n]$ consider
\[
\hat{w}_j = \begin{cases} 
\hat{w}_j - d_{j} r_{j} - e_j + d_{j} r_{j-1} + q_{j-1} & \text{if } j = \ell + 1, \\
\hat{w}_j - d_{j} r_{j} - e_j & \text{otherwise},
\end{cases}
\]
\[
\hat{w}_j = \begin{cases} 
\hat{w}_j + e_j - e_{k-1} + \sum_{t \in [j, k-2]} q_t & \text{if } j \leq k - 2, \\
\hat{w}_j + e_j & \text{otherwise},
\end{cases}
\]
\[
\hat{w}_j = \hat{w}_k - e_j, \quad \text{and}
\]
\[
\hat{w}_j = \hat{w}_j + q_j.
\]
Finally for $k > 1$ consider the following two points
\[
\hat{w}_0 = \hat{w}_{k-1} + e_{k-1} + \sum_{t \in [0, k-2]} q_t, \quad \text{and}
\]
\[
\hat{w}_0 = \hat{w}_0 + q_{0}.
These $3n+2$ points are affinely independent feasible points that satisfy (8) at equality (Küçükyavuz, 2004).

\paragraph*{Proposition 16.} Inequality (9) is facet-defining for $Q$ if \( \{k-1\} \cup \{(k,p-1) \cap S\} \subseteq T \) and the conditions of Proposition 13 are satisfied.

\begin{proof}
\text{For simplicity, we represent the points in the variable space \((i_0, (y, x, z), i_n)\). The values of the variables \(i_t\) for \(t \in [1, n-1]\) can be obtained via the flow balance equalities. Consider the } 2n+1 \text{ affinely independent points described in Proposition 13 with } q_t = 1 \text{ for } t \in [0, n]. \text{ For each } j \in [0, k-2] \cup \{\ell, n\} \text{ consider the point } \hat{w}_j = w_x + \sum_{t \in [0,n] \setminus \{j\}} q_t, \text{ where } w_x \text{ is as defined in Proposition 13. For each } j \in \{p, \ell - 1\}, \text{ if } \ell \leq p, \text{ then consider } \hat{w}_j = \sum_{t \in [1,k-2] \cup \{t+1,n\}} (d_{rt} + e_t) + (d_{kj} - u_{k-1}) r_s + e_s + \sum_{t \in [k-1,\ell-1]} \{j\} q_t + (d_{k-1} + u_{k-1}) r_{k-1} + e_{k-1} + d_{(j+1)\ell} r_{j+1} + e_{j+1}, \text{ otherwise let } \hat{w}_j = \sum_{t \in [1,k-2] \cup \{t+1,n\}} (d_{rt} + e_t) + (d_{k(\ell-1)} - u_{k-1}) r_{s_{k-1}} + e_{s_{k-1}} + d_{j\ell} r_s + e_s + \sum_{t \in [k-1,\ell-1]} \{j\} q_t + (d_{k-1} + u_{k-1}) r_{k-1} + e_{k-1} + d_{(j+1)\ell} r_{j+1} + e_{j+1}. \text{ For each } j \in [k-1,p-1] \text{ with } s(j) \leq \ell, \text{ letting } t(j) = \max\{t \in T : t \leq j\}, \text{ consider } \hat{w}_j = \sum_{t \in [1,k-2] \cup \{t+1,n\}} (d_{rt} + e_t) + (d_{k(j)} - u_{k-1}) r_{k-1} + e_{k-1} + d_{s(j)\ell} r_{s(j)} + e_{s(j)} + \sum_{t \in [k-1,\ell-1]} \{(t(j), s(j)) \cap (T \cup \{j\})\} q_t + \sum_{t \in [t+1,n]} (d_{rt} + e_t). \text{ These } 3n+2 \text{ points are affinely independent feasible points that satisfy (9) at equality (Küçükyavuz, 2004).}
\end{proof}

\paragraph*{Proposition 17.} Inequality (19) is facet-defining for $Q$ if \( \{k-1\} \cup \{(k,p-1) \cap S\} \subseteq T \) and the conditions of Proposition 14 are satisfied.

\begin{proof}
\text{For simplicity, we represent the points in the variable space \((i_0, (y, x, z), i_n)\). The values of the variables \(i_t\) for \(t \in [1, n-1]\) can be obtained via the flow balance equalities. Consider the } 2n+1 \text{ affinely independent points described in Proposition 14 with } q_j = 1 \text{ for } j \in [0, n]. \text{ For each } j \in [0, k-2] \text{ consider } \hat{w}_j = \hat{w} + \sum_{t \in [0,n] \setminus \{j\}} q_t \text{ where } \hat{w} \text{ is as defined in Proposition 14. For each } j \in [t, n], \text{ let } \hat{w}_j = \sum_{t \in [1,k-2] \cup \{t+1,n\}} (d_{rt} + e_t) + d_{(k-1)t} r_{k-1} + e_{k-1} + \sum_{t \in [k-1,t-1]} (d_{rt} + e_t) + (d_{(k-1)j} - u_{k-1}) r_{s_{k-1}} + e_{s_{k-1}} + d_{(j+1)\ell} r_{j+1} + e_{j+1} + \sum_{t \in [k-1,\ell-1]} \{(t(j), s(j)) \cap (T \cup \{j\})\} q_t + \sum_{t \in [t+1,n]} (d_{rt} + e_t). \text{ Finally for } j \in [k-1,t-1], \text{ letting } t(j) = \max\{t \in T : t \leq j\}, \text{ if } s(j) \leq \ell, \text{ then consider } \hat{w}_j = \sum_{t \in [1,k-2] \cup \{t+1,n\}} (d_{rt} + e_t) + \sum_{t \in [t+1,n]} (d_{rt} + e_t) + (d_{k(j)} - u_{k-1}) r_{k-1} + e_{k-1} + d_{s(j)\ell} r_{s(j)} + e_{s(j)} + \sum_{t \in [t+1,n]} q_t, \text{ where } \hat{d}_t \text{ is the effective demand in period } t \text{ if } t \neq u. \text{ If } s(j) > \ell \text{ then consider } \hat{w}_j = \sum_{t \in [1,k-2] \cup \{t+1,s(j)-1\}} (d_{rt} + e_t) + d_{(k-1)\ell} r_{k-1} + e_{k-1} + \sum_{t \in [k-1,\ell-1]} \{(t(j), s(j)-1) \cap (T \cup \{j\})\} q_t + \sum_{t \in [t+1,n]} (d_{rt} + e_t). \text{ These } 3n+2 \text{ points are affinely independent points on the face (19) (Küçükyavuz, 2004).}
\end{proof}
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